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Opening Ceremony

Room 1
08.40 - 09.00
Welcome Addresses
Plenary Lecture

Room 1

Chair: Giorgio Picci

09.00 - 10.00

Models of Real-World Networks: Inhomogeneous Random
Graphs and Convergent Graph Sequences
Béla Bollobas

Stochastic Model Predictive Control
(Invited Session)

Room 1

organizers: Peter Hokayem, Debasish Chatterjee, John
Lygeros
Chair: Peter Hokayem

10.30 - 11.00

Stochastic Tube MPC with State Estimation

Mark Cannon, Qifeng Cheng, Basil Kouvaritakis, Sasa V.
Rakovié¢

Abstract-An output feedback Model Predictive Control
(MPC) strategy for linear systems with additive stohastic
disturbances and probabilistic constraints is propsed. Given
the probability distributions of the disturbance input, the
measurement noise and the initial state estimatioerror, the
distributions of future realizations of the constraned variables
are predicted using the dynamics of the plant and &near state
estimator. From these distributions, a set of deteninistic
constraints are computed for the predictions of a aminal
model. The constraints are incorporated in a recedig horizon
optimization of an expected quadratic cost, whichsi formulated
as a quadratic program. The constraints are constreted so as
to provide a guarantee of recursive feasibility, ad the closed
loop system is stable in a mean-square sense.

11.00 - 11.30

Constrained Control Design — A Simulation-Based Scenario
Approach
Maria Prandini, Marco C. Campi

Abstract-This paper deals with constrained control
design for linear systems affected by stochastic durbances.
The goal is to optimize the control performance whéd
guaranteeing that the constraints are satisfied fomost of the
disturbance realizations, that is with probability 1 - €. In
mathematical terms, this amounts to solve a “chanee
constrained” optimization program and we introduce here a
randomized approach to this problem that builds oncertain
recent results in robust convex optimization.

11.30 - 12.00

Stable Markov Decision Processes Using Simulation Based
Predictive Control

Zhe Yang, Nikolas Kantas, Andrea Lecchini-Visintini, Jan M.
Maciejowski

AbstractIn this paper we investigate the use of Model
Predictive control for Markov Decision Processes uter weak
assumptions. We provide conditions for stability baed on
optimality of a specific class of cost functions. fese results are
useful from both a theoretical and computational pespective.
When nonlinear non-Gaussian models for general statspaces
are considered, the absence of analytical tools ma& the use of
simulation based methods necessary. Popular simuilah based
methods like stochastic programming and Markov Chai
Monte Carlo can be used to provide open loop estirtes of the
optimisers. With this in mind we provide conditions under
which such an approach would yield stable Markov Desion
Processes.

12.00 - 12.30

Stable Stochastic Receding Horizon Control of Linear
Systems with Bounded Control Inputs

Peter Hokayem, Debasish Chatterjee, Federico Ramponi,
Georgios Chaloulos, John Lygeros

Abstract-We address stability of receding horizon
control for stochastic linear systems with additivenoise and
bounded control authority. We construct tractable ad
recursively feasible receding horizon control polies that
ensure a mean-square bounded system in closed-lodpthe
noise has bounded forthorder moment, the unexcitedystem is
stabilizable, the system matrix A is Lyapunov stableand there
is large enough control authority.

Information and Markov Dynamics
(Regular Session)

Room 2

Chair: Zsolt Talata

10.30 - 11.00

Finite Memory Estimation of Infinite Memory Processes
Imre Csiszar, Zsolt Talata

Abstract— Stationary ergodic processes with finite alphabets
are approximated by finite memory processes based on an
n-length realization of the process. Under the assumptions
of summable continuity rate and non-nullness, a rate of
convergence in d-distance is obtained, with explicit constants.
Asymptotically, as n — oo, the result is near the optimum.

11.00 - 11.30

The Information Inequality on Function Spaces Given a
Singular Information Matrix
Tzvetan Ivanov, Pierre-Antoine Absil, Michel Gevers

Abstract-In this work we extend the scope of the
classical Cramér-Rao lower bound, or information irequality,
from Euclidean to function spaces. In other words w derive a
tight lower bound on the autocovariance function of a
function estimator. We do this in the context of sstem
identification. Two key elements of system identifation are
experiment design and model selection. The novel grination
inequality on function spaces is important for mode selection
because it allows the user to compare estimatorsiog different
model structures. We provide a consistent treatmenbf the
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case where the Fisher information matrix is singula This
makes it possible to take into account that in optnal
experiment design one tries to mask those parts tiie system
non-identifiable, which are irrelevant for the application.

11.30 - 12.00

Minimum Relative Entropy State Transitions in Linear
Stochastic Systems: the Continuous Time Case
Igor G. Vladimirov, Ian R. Petersen

Abstract-This paper develops a dissipativity theory|
for dynamical systems governed by linear It6 stoctsdic
differential equations driven by random noise with an
uncertain drift. The deviation of the noise from a &andard
Wiener process in the nominal model is quantified ¥ relative
entropy. The paper discusses a dissipation inequalitfor the
noise relative entropy supply. The problem of minimzing the
supply required to drive the system between given &issian
state distributions over a specified time horizons considered.
This problem, known in the literature as the Schrodnger
bridge, was treated previously inthe context of reiprocal
processes. The paper obtains a closedform smootHig@n to a
Hamilton-Jacobi equation for the minimum required relative
entropy supply by using nonlinear algebraic techniges.

12.00 - 12.30
Deconvolution of Quantized-Input Linear Systems: analysis

via Markov Processes of a Low-Complexity Algorithm
Sophie M. Fosson, Paolo Tilli

Abstract-This paper is concerned with the problem of]
the deconvolution, which consists in recovering theinknown
input of a linear system from a noisy version of th output.
The case of a system with quantized input is consids and
a low-complexity  algorithm, derived from decoding
techniques, is introduced to tackle it. The perforrance of such
algorithm is analytically evaluated through the Thery of
Markov Processes. In this framework, results are shwn which
prove the uniqueness of an invariant probability masure of a
Markov Process, even in case of non-standard statepace.
Finally, the theoretic issues are compared with simations’
outcomes.

Observers
(Regular Session)

Room 3

Chair: José Mario Araujo

10.30 - 11.00

Conditioned-Invariant Polyhedral Sets for Observers with
Error Limitation in Discrete-Time Descriptor Systems

José Mario Araujo, Péricles Rezende Barros, Carlos Eduardo
Trabuco Dorea

AbstractThis works aims to establish a characterization of]
conditioned-invariant polyhedral sets applied in tle context of
state estimation in linear discrete-time descriptorsystems. It is
shown that, assuming causality, the existing condtins for
linear systems in the standard form can be extende
to descriptor ones, by rewriting the state equationn a suitable
form. To this end, a specific descriptor structure for the
observer is proposed, whereby limitation of the eshation
error can be achieved by the computation of an asnwmll as
possible conditioned invariant polyhedron that conains the set
of possible initial errors, which is also charactered, together
with the corresponding output injection. The effeciveness of
methodology is then illustrated by numerical examps.

11.00 - 11.30

Output Feedback Observers and Control under Non-
Gaussian Types of Noise
Alexander B. Kurzhanski, Irina A. Digailova

Abstract-The recent applied motivations for
mathematical problems on systems and control emphas
increased interest in feedback control under reali&c system
output information on the basis of observations caupted by
various types of disturbances (noise). The presenestt deals
with several situations of such type where the nasis confined
not only to Gaussian descriptions but also allows
nonprobabilistic interpretation. The text is restricted to
systems with original linear structure which, after being
subjected to feedback control, may turn out to beaoe
nonlinear. Indicated here are some concise descriphs for an
array of problems and results with detailed solutio versions to
appear. Beginning with description of connections &tween
stochastic Gaussian and set-membership bounding afaches,
it further proceeds with problems on output feedba& control
under control dependent input stochastic noise adtvely
combined with unknown but bounded disturbances. Ths
produces problems under statistical uncertainty. Thenext item
is a discussion of observers under discrete-time msurements
that occur at random instants of time subjected toa Poisson
distribution. Conditions on system properties
and measurement noise are indicated when the proded
solution is asymptotically consistent.

11.30 - 12.00

Internal Observers for Linear Systems with Time-Varying
Delays
Mustapha Ait Rami, Jens Jordan, Michael Schénlein

Abstract-This paper considers linear observed systems
with time-varying delays, where the state as well sa the
observation of the state is subject to delays. Isiassumed that
the delays are unknown but stay below a certain baod.
Similar to the case of uncertainties in the systemgarameters
we aim to derive upper and lower estimates for thetate of the
system under consideration. A pair of estimators myviding
such bounds is called an interval observer. In paitular, the
case where the estimators converge asymptotically of notable
interest. In this case the interval observer is sdi to be
convergent. In this paper we derive necessary anduficient
conditions for the existence of a convergent inteal observer
for linear observed systems with time-varying boundd delays.

Algebraic Systems Theory, Behaviors, and
Codes: Stabilization and Interconnection
(Invited Session)

Room 4

Organizers: Eva Zerz, Heide Gliising-Liirssen
Chair: Eva Zerz

10.30 - 11.00

A Behavioral Approach to Modeling Electrical Circuits
N Jan C. Willems

Abstract-The aim of this contribution is to present a
hierarchical way of modeling electrical circuits.

A circuit is a device that interacts with its envionment
through wires, usually called terminals. Associatedvith each
terminal there is a potential and a current. One ca also start
from the voltage difference between the terminaldyut it can be
shown that Kirchhoff's voltage law implies that the potential
description is equivalent. We view the modeling aproceeding
in two steps, first modeling an individual circuit, followed by
modeling the interconnection of circuits.
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First we outline a method of obtaining a model of &
individual circuit. Assume that the circuit consist of elements
with two-terminal ports, as R, L, C's, transformers, and
gyrators. Modeling aims at specifying the behaviorof the
terminal potential/current vector from the circuit architecture
and the values of the circuit elements. We definehe
architecture of the circuit as a graph with leaveswith ports in
the edges, connectors in the vertices, and extern@rminals in
the leaves. We show how in the linear case, thisalis to a
systematic way to obtain the circuit behavior by itroducing as
latent variables the potentials of the vertices andhe currents
in the branches.

Next we turn to the interconnection of multi-terminal. The
architecture of a configuration is formalized as agraph with
leaves, with the vertices corresponding to subcirdis, the edges
to the connected terminals of the subcircuits, anthe leaves to
external terminals. The model then follows from thebehavior
of the subcircuits in the vertices and the interconection laws
for the edges. This architecture is hierarchical sice the
subcircuits can in turn be interconnected circuitsin their own
right.

There is a striking difference between the modeling
procedure of the individual circuits and the modelhg of the
interconnection of circuits. In the former case, tle elements are|
in the edges and the vertices correspond to the aoections. In
the latter case, the elements (the subcircuits) aiia the vertices
and the edges correspond to the connections.

11.00 - 11.30

The Design and Parametrization of Stabilizing Feedback
Compensators via Injective Cogenerator Quotient Signal
Modules

Ingrid Blumthaler, Ulrich Oberst

Abstract—The design and parametrization of stabilizing
feedback compensators which realize various goals like track-
ing, disturbance rejection, decoupling, model matching and
others belong to the most important and difficult tasks of
control engineering and have therefore been treated by many
prominent researchers and in many texthooks, the systems
being generally described by their transfer matrices or by
Rosenbrock equations. Our approach to these important prob-
lems uses, in addition to the ideas of our predecessors, a new
mathematical technique and is distinguished by the following
features:

1) The plant, the compensator and the full feedback system
are given as input/output behaviors, We study the full
feedback behavior and especially its autonomous part
and not only its transfer matrix or an induced manifest
conirolled behavior (like Willems et al.).

We simultaneously treat continuous and discrete systems
and different notions of stability, for instance asymptotic
and dead-beat stability, which are defined by multiplica-
tively closed sets T' of T'-stable polynomials and their
quotient rings of T-stable rational functions.

3) We solve the problem of pole placement or spectral
assignability for the complete feedback behavior

We use an injective cogenerator signal module F over the
polynomial algebra like all standard signal spaces and its
quotient module Fr which is an injective cogenerator
over the ring of stable rational functions and induces
a categorical duality between finitely generated modules
over this ring and JFr-behaviors which represent the
essential part of the behaviors in stability problems. The
new duality technigue enables very short and conceptual
proofs both of standard rvesults and also of sharper
new ones. For instance, under the assumption of T-
stabilizability we parametrize all tracking stabilizing
compensators of a net necessarily proper plant such that
both the feedback behavior and the compensator itself
are proper. The first properiy ensures the absence of
impulsive solutions in the continuous case, and the second
property enables the realization of the compensator by
Kalman equations or elementary building blocks, We
notice that every behavior admits an input/output de-
composition with proper transfer matrix, but that most
of these decompositions do net have this property, and

4)

11.30 - 12.00

Control of 2D Behaviors by Partial Interconnection
Paula Rocha, Diego Napp Avelli

Abstract-In this paper we study the stability of two
dimensional (2D) behaviors with two types of variales:
the variables that we are interested to control (tb to-be-
controlled variables) and the variables on which ware allowed
to enforce restrictions (the control variables). We derive
conditions for the stabilization of the to-be-contolled variables
by regular partial interconnection, i.e., by imposhg non-
redundant additional restrictions to the control variables.

12.00 - 12.30

Robustly Stable Multivariate Polynomials
Martin Scheicher

Abstract— We consider stability and robust stability of poly-
nomials with respect to a given arbitrary disjoint decomposition
C" =T'WA. The polynomial is called stable if it has no zeros in
the region of instability A and robustly stable if it is stable and
remains so under small variations of its coefficients. Inspired
by the article Robust stability of multivariate polynomials. Part 1:
Small coefficient perturbations by V. L. Kharitonov and J. A.
Torres-Muiioz (Multidimens. Systems Signal Process., 10(1):21-
32, 1999), we generalise some of their results to arbitrary sta-
bility decompositions and develop some fundamental results on
robustly stable polynomials. Among them is a characterisation
of robust stability in terms of the stability of several other
polynomials, which yields a test for robust stability based on
stability tests. Finally, we consider the special situation that the
region of instability is a Cartesian product and recover some
results for the special situations of linear partial differential
resp. difference equation with constant coefficients.

Real Algebraic Geometry and Applications - 1
(Invited Session)

Room 6

therefore we do not assume the properness of the plant.

Organizers: William J. Helton, Pablo Parrilo
Chair: William J. Helton

10.30 - 11.00

Input-Output Systems Analysis Using Sum Of Squares
Programming: a Decomposition Approach
James Anderson, Antonis Papachristodoulou

Abstract-A method for estimating the Ly gain of a

nonlinear system using sum of squares (SOS) prograning
and dynamical system decomposition is presented. Tigally
SOS approaches to systems analysis are only compligaally
tractable for systems of a modest state dimensiommprising of
low order vector fields. We present a dynamical sysm
decomposition approach that extends the class of stgms that
the Lo gain can be estimated for using SOS methods to incde

those of large state dimension with high vector fld degree.

11.00 - 11.30

The Grothendieck Problem With Rank Constraint
Jop Briét, Fernando Mario De Oliveira Filho, Frank Vallentin

Abstract-Finding a sparse/low rank solution in
linear/ semidefinite programming has many important
applications, e.g. combinatorial optimization, compessed
sensing, geometric embedding, sensor network loczdition.
Here we consider one of the most basic problems iolving
semidefinite programs with rank constraints: the Gothendieck
problem with rank-k-constraint. It contains the MAX CUT
problem as a special case when k = 1. We performcamplexity

analysis of the problem by designing an approximatin
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algorithm which is asymptotically optimal if one asumes the
unique games conjecture.

11.30 - 12.00

Programmable Antenna Design Using Convex Optimization
Javad Lavaei, Aydin Babakhani, Ali Hajimiri, John C. Doyle

Abstract— This work presents an application of convex op-
timization and algebraic geometry in devising secure, power-
efficient, beam-steerable, and on-chip transmission systems for
wireless networks. First, we introduce a passively controllable
smart (PCS) antenna system that can be programmed to generate
different radiation patterns in far field by adjusting its variable
passive controller at every signal transmission. To study the
programming capability of a PCS antenna system, we consider
a PCS antenna transmitting data in z directions, where some
voltages vy, v2, ..., v, are induced in different directions in far
field. The objective of this paper is to study the set of all feasible
vectors (v1,vo, ..., v ) that can be generated by a passive control
of the PCS antenna system. To this end, it is shown that all
feasible vectors (vy,v2,...,v.) form a convex semi-algebraic set
parameterized by a linear matrix inequality (LMI). Later on,
this LMI condition is further studied and it is proven that
the geometry of the set of all feasible voltages (v, v, ..., v.) is
simply an ellipsoid. This significant result makes it possible to
compute the feasibility set online to decide how the PCS antenna
must be programmed for either directional or simultaneous
data transmission. Unlike the existing smart antennas whose
programming leads to an NP-hard problem or are made of
many active elements, the PCS antenna proposed in the present
work has a low-complex programming capability and consists
of only one active element.

12.00 - 12.30

On the Real Multidimensional Rational K-Moment Problem
Jaka Cimpri¢, Murray Marshall, Tim Netzer

Abstract— We present a solution to the real multidimensional
rational K -moment problem, where K is defined by finitely
many polynomial inequalities. More precisely, let S be a finite
set of real polynomials in X = (Xi,...,X,) such that the
corresponding basic closed semialgebraic set Kg is nonempty.
Let £ = D_lI%[X] be a localization of the real polynomial
algebra, and 7 the preordering on £ generated by S. We
show that every linear functional L on E such that L(T) > 0
is represented by a positive measure ;. on a certain subset of
Kg, provided D contains an element that grows fast enough
on Ks.

Graph Processes
(Regular Session)

Room 7

Chair: Thomas P. Cason

10.30 - 11.00

A Unified Framework for Affine Local Graph Similarity
Thomas P. Cason, Pierre-Antoine Absil, V.D. Blondel, Paul
van Dooren

Abstract-In  this work, we review and classify
several similarity measures on undirected graphs. & show
that these measures can be rewritten in terms of{ed points of
a scaled affine transformation. Finally, we proposea novel
definition that avoids undesirable degeneracy of th similarity
matrix.

11.00 - 11.30

Vulnerability Analysis for Complex Networks Using
Aggressive Abstraction
Richard Colbaugh, Kristin Glass

Abstract-Large, complex networks are ubiquitous in
nature and society, and there is great interest irdeveloping

rigorous, scalable methods for identifying and chaacterizing
their vulnerabilities. This paper presents an approah for
analyzing the dynamics of complex networks in whichthe
network of interest is first abstracted to a much snpler, but
mathematically equivalent, representation, the reqied
analysis is performed on the abstraction, and anatic
conclusions are then mapped back to the original meork and
interpreted there. We begin by identifying a broad and
important class of complex networks which admit
vulnerability-preserving, finite state abstractions and develop
efficient algorithms for computing these abstractios. We then
propose a vulnerability analysis methodology whictcombines
these finite state abstractions with formal analyts from
theoretical computer science to yield a
comprehensive vulnerability analysis process for neorks of
realworld scale and complexity. The potential of theproposed
approach is illustrated with a case study involvinga realistic
electric power grid model and also with brief discgsions of
biological and social network examples.

11.30 - 12.00

Analysis of Complex Networks
Angel Garrido

Abstract-Our paper analyzes some new lines to advance
on quickly evolving concepts, the so-called CompleXetworks,
represented by graphs in general. It will be very acessary to
analyze the mutual relationship between some diffent
concepts and their corresponding measures, with ver
interesting applications, as the case may be of Symetry or
Entropy, and Clustering Coefficient, for example.

12.00 - 12.30

Cost Optimisation of Electric Power Transmission Networks
Using Steiner Tree Theory
Kevin Prendergast, Doreen Thomas

Abstract-This paper introduces a new approach to
electricity transmission network planning, which ogimises the
network with respect to capital cost. The approachs limited to
three terminals at this stage, but it does illustrge the basic
building blocks of a cost optimised network of largr size.
Optimisation is achieved by means of a weighted Ster tree
method, in which the weight of a transmission linas the per
unit length cost function. The angle between two corected
lines is found, such that for a smaller angle a stanetwork
connecting the three terminals is more cost effecte.

Communication
(Regular Session)

Room 8

Chair: Doreen Thomas

10.30 - 11.00

A New Algorithm for the Euclidean k-Bottleneck Steiner
Problem
Marcus Brazil, Charl Ras, Doreen Thomas

Abstract-We consider the problem of adding a fixed
number of relays to a WSN in order to minimise thdength of
the longest transmission edge. Since routing submetrks are
often trees we model the problem as a Euclidean kettleneck
Steiner tree problem (k-BSTP). We then propose a new
iterative approximation algorithm for the k-BSTP, based on an
exact solution to the 1-BSTP, and compare our heutis (via
simulation) to the currently best performing heurigic in the
literature, namely the minimum spanning tree heurisic
(MSTH). We observe that our algorithm performs up to 8%
better than MSTH on uniformly distributed node-sets.
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11.00 - 11.30

Delay-Based Connectivity of Wireless Networks
Martin Haenggi

AbstractInterference in  wireless networks causes
intricate dependencies between the formation of lks. In
current graph models of wireless networks, where véces
represent transceivers and edges represent links, uch
dependencies are not included. In this paper we ppmse a
random geometric graph that explicitly captures theeffect of
interference. The graph  connects nodes which ca
communicate with a certain maximum expected delayWe
analyze some basic properties of the graph where des form a
Poisson point process and use ALOHA as the channetaess
scheme.

11.30 - 12.00

Covering Codes and Invariant Sets
Emerson L. Monte Carmelo

Abstract—Let c,(n, I?) denote the minimum cardinality of
a subset /1 in F; such that every word in this space differs
in at most R coordinates from a multiple of a vector in H,
where ¢ is a prime power. In order to explore the symmetries
of such coverings, a few algebraic properties of invariant sets
undcr certain translation arc investigated. As an application, a
new class of upper bounds on c,(n, R) is reported, extending
a previous result by Mendes et al. Moreover, the new upper
bound on the classical covering K, (gr,qr —r — 1) < 2¢ — 1 for
a prime power g > r + 3 is derived too, improving a bound by
Ostergard.

12.00 - 12.30
Classification Results for Non-Mixed and Mixed Optimal

Covering Codes: a Survey
Gerzson Kéri

Abstract-A survey is given that comprises the known
classification results on non-mixed and mixed optial
covering codes. Several new, so far unpublished tdts of the
author are declared and proved as well. The gener#ji of the
specified classification results are quite differen The proof of
the more or less general new results are mostly cdwmatorial.
In contrast with the latter, computer-aided proofsare given for
numerous individual cases. The individual (old andnew)
classification results are merged and summarized im set of
tables.

Piece-Wise Affine Systems
(Regular Session)

Room 9

Chair: Madalena Chaves

10.30 - 11.00
Transition Probabilities for Piecewise Affine Models of

Genetic Networks
Madalena Chaves, Etienne Farcot, Jean-Luc Gouzé

AbstractlIn the piecewise affine framework,
trajectories evolve among hyperrectangles in the ate space. A
qualitative description of the dynamics - useful fo models of
genetic networks - can be obtained by viewing eac]
hyperrectangle asa node in a discrete system, sdat
trajectories follow a path in a transition graph. In this paper, a
probabilistic interpretation is given for the transition between
two nodes A and B, based on the volume of the irafi
conditions on hyperrectangle A whose trajectoriesross to B.
In an example consisting of two intertwinned negatie loops,
this probabilistic interpretation is used to predid the most
likely periodic orbit given a set of parameters, orto find
parameters such that the system yields a desired nadic orbit

11.00 - 11.30
Chaos via Two-Valued Interval Maps in a Piecewise Affine

Model Example for Hysteresis
Rudolf Csikja, Barnabas M. Garay, Janos Toth

Abstract-A standard piecewise affine model of hysteresis
intwo dimensions is reconsidered. Periodic orbitswithout
selfintersection are studied and, in terms of the wo real
parameters, their full bifurcation analysis is given. The main
tool is a piecewise smooth, two-valued Poincaré maipg with

honly four points of discontinuities, the first return map with

respect to the line connecting the two equilibriaarlier, single-
valued Poincaré mappings for the same model were ssxiated
with the switching lines and had an infinite number of
discontinuities. The present paper ends with bifurcdon curves
responsible for  larger/smaller supports of absoluty
continuous invariant measures.

11.30 - 12.00

Temporal Logic Control for Piecewise-Affine Hybrid Systems
on Polytopes
Luc Habets, Calin Belta

AbstractIn this paper, a method is proposed for the
design of control laws for hybrid systems with conbuous
inputs. The objective is to influence their behaviorin such a
way that the discrete component of the closed-loogystem
satisfies a given condition, described by a tempdralogic
formula. For this purpose, a transition system is anstructed,
by abstracting from the continuous dynamics of thehybrid
system. It is shown that a controller for this trarsition system,
realizing the given control objective, correspondsto a
controller for the original hybrid system, realizing the same
objective, and vice versa.

12.00 - 12.30

Observability Reduction of Piecewise-Affine Hybrid Systems
Mihaly Petreczky, Jan H. van Schuppen

Abstract-We present  necessary  conditions  for
observability of piecewise-affine hybrid systems. W also
propose an observability reduction algorithm for transforming
a piecewiseaffine hybrid system to a hybrid systeraf possibly
smaller dimension which satisfies the formulated reessary
condition for observability.

Advanced Linear Algebra - 1
(Regular Session)

Room 10

with a high probability.

Chair: Rodolphe Sepulchre

10.30 - 11.00

Rank-Preserving Geometric Means of Positive Semi-Definite
Matrices
Silvere Bonnabel, Rodolphe Sepulchre

Abstract-The generalization of the usual geometric mean
of two positive numbers a and b to positive definé matrices A
and B has attracted considerable attention since & seminal
work of Ando, and finds an increasing number of appcations

hin signal and image processing. Building upon someecent

work of the authors, the present paper proposes a
generalization of any geometric mean defined on thiaterior of
the cone of positive definite matrices, that is, fofull rank
matrices, to a rankpreserving geometric mean defiree on the
boundary of the cone,that is, for fixed-rank positve
semidefinite matrices. The workis motivated by sigal
processing (e.q. filtering) operations on low-rank
approximations  of  positive  definite  matrices in
highdimensional spaces. The paper will discuss theeasons
why the proposed definition is sound and relevant ni
applications.
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11.00 - 11.30

Gauss Elimination without Pivoting for Positive Semidefinite
Matrices and an Application to Sum of Squares
Representations

Carla Fidalgo

Abstract— 1t is shown that Gauss elimination without piv-
oting is possible for positive semidefinite matrices. While we
do not claim the method as numerically the most advisable, it
allows to obtain sum of squares (sos) representations in a more
direct way and with more theoretical insight, than by the usual
text book proposals. The result extends a theorem attributed
for definite quadratic forms to Lagrange and Beltrami and
is useful as a finishing step in recent algorithms by Powers
and Wormann [PW] and Parillo [PSPP] to write polynomials
p € Rx] =R[xy,...,x,] as a sum of squares in R[x] when such
a representation exists.

11.30 - 12.00

Algorithm to Compute Minimal Nullspace Basis of a
Polynomial Matrix
Swanand R. Khare, Harish K. Pillai, Madhu N. Belur

AbstractIn this paper we propose a numerical algorithm
to compute the minimal nullspace basis of a univaate
polynomial matrix of arbitrary size. In order to do so a
sequence of structured matrices is obtained from #h given
polynomial matrix. The nullspace of the polynomial natrix can
be computed from the nullspaces of these structuremhatrices.

12.00 - 12.30

On the Minimum Rank of a Generalized Matrix
Approximation Problem in the Maximum Singular Value
Norm

Kin Cheong Sou, Anders Rantzer

AbstractIn this paper theoretical results regarding a
generalized minimum rank matrix approximation problem in
the maximum singular value norm are presented. Usip the
idea of projection, the considered problem can behswn to be
equivalent to a classical minimum rank matrix approimation
whichcan be solved efficiently using singular vale
decomposition. In addition, as long as the generakd problem
is feasible, it is shown to have exactly the sameptonal
objective value as thatof the classical problem. &ttain
comments and extensions ofthe presented theorem ea]
included in the end of the paper.

Non-Linear Dynamics
(Regular Session)

Room 11
Chair: Luigi Fortuna
10.30 - 11.00
Bergson's Time and Strange Attractors
Arturo Buscarino, Luigi Fortuna, Mattia Frasca
AbstractIn this work the recurrence times of

strange chaotic attractors are studied in relationto Bergson’s
view on time. According to the thought of this phibsopher,
time is a continuous flow of unique states of theooisciousness
We define quantitative parameters characterizing reurrence
times in chaotic attractors and show how these casccount for
the Bergson’s concept of time.

11.00 - 11.30

Derived Cones to Reachable Sets of Semilinear Differential
Inclusions
Aurelian Cernea

Abstract-We consider a semilinear differential inclusion
and we prove that the reachable set of a certain viational
inclusion is a derived cone in the sense of Hestesnéo the
reachable set of the semilinear differential inclusn. This
result allows to obtaina sufficient condition for local
controllability along a reference trajectory.

11.30 - 12.00

Identification of Nonlinear Processes in Microfluidic Bubble
Flow

Florinda Schembri, Francesca Sapuppo, Luigi Fortuna,
Maide Bucolo

Abstract-An approach based on nonlinear dynamical
systems theory is used in this work to identify the
complex temporal patterns in air bubbles flow carred by water
ina snake microfluidic channel with two inlets. Ar and
water were pumped in  with periodic flow. Different
experimental campaigns have been designed varyinghe
frequency of the flow rate alternatively for the waer and for
the air and maintaining fixed the other fluid flow. Microfluidic
bubble flows were optically acquired by means of a
photodiode-based system and converted into time ses. In
relation to the input control parameters (flow rate, frequency),
the diversity of bubbles’ temporal dynamic patterns was
identified through nonlinear methodologies. Relatiaships
between nonlinear parameters, volume fraction of flids and
capillary number were found suggesting the chaotidehavior
of the system. This work is afundamental step towd the
control of bubble based operations in microfluidics

12.00 - 12.30

Interconnection of Dirac Structures and Lagrange-Dirac
Dynamical Systems
Hiroaki Yoshimura, Henry Jacobs, Jerrold E. Marsden

Abstract-In the paper, we develop an idea of
interconnection of Dirac structures and their assoated
Lagrange- Dirac dynamical systems. First, we brieflyreview
the Lagrange- Dirac dynamical systems (namely, imptit
Lagrangian systems) associated to induced Dirac stctures.
Second, we describe anidea of interconnection of irBc
structures; namely, we show how two distinct Lagrang-Dirac
systems can be interconnected through a Dirac strture on the
product of configuration spaces. Third, we also showthe
variational structure of the interconnected Lagrang-Dirac
dynamical system in the context of the Hamilton-Padmnyagin-
d’Alembert principle. Finally, we demonstrate our theory by
an example of mass-spring mechanical systems.

Interpolation and Approximation in Linear
Systems - 1
(Invited Session)

Room 12

Organizers: Andrea Gombani, Martine Olivi
Chair: Andrea Gombani

10.30 - 11.00

Minimal Symmetric Darlington Synthesis: the Real Case
Laurent Baratchart, Per Enqvist, Andrea Gombani, Martine
Olivi

Abstract-We consider the symmetric Darlington
synthesis of ap x prational symmetric Schur function S with
the constraint that the extension is of size2p x 2p and
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we investigate what happens when we impose th& and
its extension have real coefficients. In this caseunder
the assumption that S is strictly contractive in at least one
point of the imaginary axis, we determine the an uper
bound for the McMillan degree of the extension. A
constructive characterization of all such extensionis provided
in terms of a symmetric realization of S and of the outer
spectral factor of p~ SS*

11.00 - 11.30

Convergent Rational Interpolation to Cauchy Integrals on an
Arc

Laurent Baratchart, Maxim Yattselev

AbstractWe design convergent rational
interpolation schemes to functions defined as Caughntegrals
of complex densities over open analytic arcs, unde
mild smoothness  assumptions on the density.
interpolation points must be chosen according to # geometry
of the arc, and the convergence is locally unifornoutside of
the arc. The result essentially settles the convengee issue
of multipoint Padé approximants to functions with
connected singular set of dimension 1.

11.30 - 12.00

Approximative Covariance Interpolation
Per Enqvist

AbstractWhen methods of moments are used fo
identification of power spectral densities, a moddak matched to
estimated second order statistics such as, e.g.,vadance
estimates. If the estimates are good there is arfiinite family of
power spectra consistent with such an estimate andn
applications, such as identification, we want to sgle out the
most representative spectrum. We choose a prior speal
density to represent a priori information, and the spectrum
closest to it in a given quasi-distance is determéa. However, if
the estimates are based on few data, or the modelass
considered is not consistent with the process codsred, it may
be necessary to use an approximative covariance @rpolation.
Two different types of regularizations are consideed in this
paper that can be applied on many covariance intemdation
based estimation methods.

12.00 - 12.30
LMI Conditions of Strictly Bounded Realness on a State-

Space Realization to Bi-Tangential Rational Interpolation
Yohei Kuroiwa

Abstract-We present LMI conditions to characterize
the strictly bounded realness of the state-space alization of
the solution to the bi-tangential rational interpolation
problem with McMillan degree constraint.

Linear Stochastic Systems, the White Noise
Space, and Related Topics
(Invited Session)

Room 13

Organizer: Daniel Alpay
Chair: Daniel Alpay

10.30 - 11.00
An Introduction to White Noise Theory and Linear

Stochastic Systems
Daniel Alpay, David Levanony

Abstract-In a recent paper which appeared in Acta
Applicandae Mathematicae, the authors developed a ew
approach to linear stochastic systems and proved mumber of

The

stability theorems for linear time invariant stochastic systems.

In this approach, one works in the white noise spac(or in the
Kondratiev space, which is an inductive limit of Hibert
spaces which contains it) and replaces the usualqatuct by the
Wick product. Most, if not all, of classical systemtheory
extends to this setting. In the talk we review thisetting, and
present some new results on stochastic linear systs.

11.00 - 11.30

Discrete Multiscale Systems: Stability Results
Daniel Alpay, Mamadou Mboup

Abstract-We introduce discrete time-scale filtering by
the way of certain double convolution systems. We rpve
stability theorems for these systems and make conetéons with
function theory in the poly-disc.We also make conrations with
the white noise space framework.

11.30 - 12.00

Stochastic integration for a Class of Gaussian Processes
Daniel Alpay, Haim Attia, David Levanony

Abstract— Using the Gelfand triple which consists
of the space of Kondratiev test functions, of the white
noise space and of the Kondratiev space of stochastic
distributions we build models for processes with
covariance functions of the form

Ke(t,s) =r(t) +r(s)" —r(t—s)—r(0),

and their derivatives . We study stochastic integration
for a class of processes which include the fractional
Brownian motion. We also present an Ito-type for-
mula in this setting. The theory of countably normed
spaces and of their duals play a key role in the
arguments.

t,s € R,

12.00 - 12.30

On a Schur Class of Functions whose Values are Operators
between Banach Spaces
Dan Volok

AbstractIn this talk we shall introduce a Schur class of
functions whose values are operators between Banadpaces
and present a characterization of the related de Banges -
Rovnyak spaces. This is a joint work with D. Alpay,O.
Timoshenko and P. Vegulla.

LDPC and Applications
(Invited Session)

Room 14

Organizers: Joachim Rosenthal, Marcus Greferath
Chair: Joachim Rosenthal

10.30 - 11.00

Exploration of AWGNC and BSC Pseudocodeword
Redundancy
Jens Zumbrégel, Mark F. Flanagan, Vitaly Skachek

Abstract— The AWGNC, BSC, and max-fractional pseu-
docodeword redundancy p(C) of a code C is defined as the
smallest number of rows in a parity-check matrix such that the
corresponding minimum pseudoweight is equal to the minimum
Hamming distance of C. This paper provides new results
on the AWGNC, BSC, and max-fractional pseudocodeword
redundancies of codes. The pseudocodeword redundancies for
all codes of small length (at most 9) are computed. Also,
comprehensive results are provided on the cases of cyclic codes
of length at most 250 for which the eigenvalue bound of
Vontobel and Koetter is sharp.
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11.00 - 11.30

Cross-Correlation of Costas Arrays: the Current Status
Konstantinos Drakakis, Scott Rickard

Abstract-We study the cross-correlation of pairs of
Costas arrays, and more specifically its maximal \tlae over the
families of Golomb and Welch permutations. We recat the
numerical results found, analyze them, formulate cojectures
summarizing our findings, and present the current pogress
towards a rigorous proof of these conjectures.

11.30 - 12.00

LDPC Codes from Matrix Equations
Ariel Amir, Abigail Mitchell, Joachim Rosenthal

Abstract-Different constructions of LDPC codes based
on matrix equations are investigated. The parameter such as
the dimension, rate and distance are computed. Thdassical
Tanner graph representation known for LDPC codes are
described. The main difference between standard LDPCodes
and the LDPC codes based on matrix equations lies ithe
structure of their codewords. Whereas in the classal situation
codewords are simply vectors, the codewords in thisiew
setting will be two-dimensional vectors or matrices This
implies that the parity-check constraints must be atisfied in
both perpendicular directions of the codeword. Theréore, a
codeword may be interpreted as a two-dimensional aay
which is suitable for recording on two-dimensionalpattern-
oriented storage media.

12.00 - 12.30

On Binary Self-Dual Extremal Codes
Wolfgang Willems

Abstract-There is a large gap between Zhang’s
theoretical bound for the length n of a binary extemal self-
dual doublyeven code and what we can construct. THargest n
is 136. Inorder to find examples for larger n a no-trivial
automorphism group might be helpful. In the list of known
examples extended quadratic residue codes and quaatic
double circulant codes have large automorphism grqes. But
in both classes the extremal ones are all known. Theare
exactly those which are in the list; hence of smalength. The
investigations we have done so far give some evidenthat for
larger n the automorphism group of a putative extrenal self-
dual doubly-even code may be very small, if not tvial. Thus
the code merely seems to be a big combinatorial @t and
therefore possibly hard to find.

2D Systems
(Invited Session)

Room 15

Organizers: Marek Majewski, Dariusz Idczak
Chair: Marek Majewski

10.30 - 11.00

Positive Switched 2D Linear Systems Described by the
Roesser Models
Tadeusz Kaczorek

AbstractIn this paper the positive switched 2D linear
system described by the Roesser models will be catered. We
shall analyzed the following question: When is a [sitive
switched 2D linear system defined by a linear Roems models
and a rule describing the switching between them
asymptotically stable. It is well known [1, 3] thata necessary
and sufficient conditions for stability under arbitrary switching
is the existence of a common Lyapunov function fahe family
of subsystems. This result will be extended for piiwve
switched 2D linear systems described by the Roessapdels.

11.00 - 11.30

A New Approach to Strong Practical Stability and
Stabilization of Discrete Linear Repetitive Processes
Pawel Dabkowski, Krzysztof Gatkowski, Olivier Bachelier,
Eric Rogers, James Lam

Abstract-Repetitive processes are a distinct class of
2D systems of both theoretical and practical intergt. The
stability theory for these processes originally casisted of two
distinct concepts termed asymptotic stability and tmbility
along the pass respectively where the former is aenessary
condition for the latter. Recently applications hae arisen
where asymptotic stability is too weak and stabilig along the
pass is too strong for meaningful progress to be rda. This, in
turn, has led to the concept of strong practical sthility for such
cases, where previous work has formulated this pragty and
obtained necessary and sufficient conditions for $t existence
together with Linear Matrix Inequality (LMI) based te sts,
which then extend to allow control law design. Thispaper
develops considerably simpler, and hence computatially
more efficient, stability tests that also extend tallow control
law design.

11.30 - 12.00

2D Systems with Controls and Some their Applications
Dorota Bors, Stanistaw Walczak

Abstract-We consider the 2D continuous counterpart
of Marchesini-Fornasini model of the process of gas
filtration. The continuous version of the discrete model
constitutes the hyperbolic boundary value problemOur main
result is finding sufficient conditions for the exstence of an
optimal solution for the process of gas filtrationminimizing the
cost functional.

12.00 - 12.30

Fractional Differential Repetitive Processes
Dariusz Idczak, Rafat Kamocki

In the paper, we consider the following fractional difter-
ential repetitive process

(Dgyzk1)(t) = Arzi1(t) + Aswi(t) + Buga ()
’U)k+1(t) = C’lzk+1(t) + CQ’U)k(t) + Duk+1(t)

for ke NU {0}, t € R, 0 <t < 3, with initial conditions
{ (I27%2)(0) = 0 for k € N,

we(t) =0for teR, 0 <t <G,
Here Dy, 2., I;:L“zk are derivative of order o € (0,1) and
integral of order 1 — « of the function z, in the Riemann-
Liouville sense.

Classical differential repetitive processes (with o = 1) are
extensively studied for over twenty years. They have nu-
merous applications - in modeling of long-wall coal cutting,
metal rolling and chemical batch processes, in programming
of robotic manipulators. Recent investigations show that the
dynamics of many systems are described more accurately
with the aid of fractional derivatives. The above model can
be used in the study of linear repetitive processes connected
with such systems.

We derive existence, uniqueness and continuous depen-
dence of solutions z; on controls .
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Semiplenary Lecture
Room 1

Semiplenary Lecture
Room 15

Chair: Floyd B. Hanson

14.00 - 15.00

Modelling High Dimensional Time Series by Generalized
Factor Models

Manfred Deistler

(joint work with B.D.O. Anderson, A. Filler, W. Chen)

Abstract-We discuss and analyze generalized lined
dynamic factor models. These models have been deymd
recently and they are used to model high dimensiohaime
series in order to overcome the “curse of dimensiality”. The
basic idea in factor models is to seperate “comovemt”
between the variables (caused by a relatively smatiumber of
factors) from individual (idiosyncratic) variation. Here factor
analysisis considered in a time series context, ‘efe
concentration of information is performed in the cross-
sectional and in the time dimension. The models ceitlered are
linear dynamic in nature and stationarity of the processes ig
assumed. As opposed to the classical case, in ttengralized
case considered here, a certain form of weak depesace of the
noise components is permitted. In the core part ofthe paper,
we are concerned with structure theory, namely withrealizing
the singular rational spectral density of the laten variables by
a linear system. Special emphasis ! is laid on tlaitoregressive
case, which is generic in our setting. These autonegsions may
have a singular innovation variance, which may cawsmultiple
solutions for the Yule Walker equations. Finally, dentification
procedures, using a suitable denoising procedure dn
estimators suggested by our structure theory, areiscussed.

Semiplenary Lecture
Room 14

Chair: Yutaka Yamamoto

14.00 - 15.00

Smith-Predictor Type Structure for a Class of Infinite-
Dimensional Systems: Optimal Control and Performance
Limitation Formula

Kenji Kashima

AbstractIn this talk we investigate control problems
for infinite-dimensional systems whose transfer maices are
expressible in terms of a rational transfer matrix and a
scalar (possibly irrational) inner function. This dass of systemg
is capable of describing many practical control prblems,
when weighting functions are rational and plants hae at most
a finite number of unstable modes or zeros. In thérst half of
this talk the concept of Smith-predictors, that wasoriginally
used for I/O delay systems, is extended to the afmentioned
class of systems. This allows us to reduce the optimcontrol
problems to easily checkable criteria that do not equire the
solution of operator-valued equations. Furthermore, the
obtained (stabilizing or suboptimal) controllers ae shown to
have the structure of Smith-predictors, or their duwal. In the
second half of the talk we derive a new expressidor the H2
performance limit, based on state-space representah. The
resulting formula, given as a functional of the iner function,
helps us to understand how achievableH2 performance
deteriorates due to the plant’s nonminimum phase pperties
or unstable modes. The example of a linear quantumoatrol
system suffering from feedback delay is given tolilstrate the
result.

Chair: Peter E. Caines

14.00 - 15.00

Some Problems with Connecting Renewable Energy Sources
to the Grid
George Weiss, Qing-Chang Zhong

AbstractIn this paper, we review some challenges

I resulting from the grid connection of powerful renevable

energy generators that produce randomly fluctuating power
and have no mechanical inertia. We propose and delep the
idea of operating an inverter to mimic a synchronosg
generator. We call the inverters that are operatedn this way
synchronverters. Using synchronverters, the well-¢éablished
theory/algorithms used to control synchronous genators can
still be used in power systems where a significaproportion of
the generating capacity is inverter-based. We desbe the
dynamics, implementation and operation of synchronerters.
The real and reactive power delivered by synchronveers
connected in parallel and operated as generators wabe
automatically shared using the well-known frequencyand
voltage drooping mechanisms. Synchronverters can beasily
operated also in island mode and hence they providen ideal
solution for microgrids or smart grids.

Continuous-Time Model Identification
(Invited Session)

Room 1

Organizer: Toshiharu Sugie
Chair: Toshiharu Sugie

15.30 - 16.00

Continuous-Time Model Identification and State Estimation
Using Non-Uniformly Sampled Data
Rolf Johansson

AbstractThis contribution reviews theory, algorithms, and
validation results for system identification of cominuous-time
state-space models from finite inputoutput sequense The
algorithms developed are autoregressive methods, theds of
subspace-based model identification and stochastiealization
adapted to the continuous-time context. The resultip model
can be decomposed into an input-output model and a
stochastic innovations model. Using the Riccati eation,
we have designed a procedure to provide a reduced-
order stochastic model that is minimal with respect to
system order as well as the number of stochastic pats,
thereby avoiding several problems appearing in stafard
application of  stochastic  realization to the model
validation problem. Next, theory, algorithms and vdidation
results are presented for system identification ofontinuous-
time state-space  models  from  finite  non-uniformly
sampled input-output sequences. The algorithms deloped
are methods of model identification and stochastic
realization adapted to the continuous-time model auext
using non-uniformly  sampled input-output data. The
resulting model can be decomposed into an input-optit
model and a stochastic innovations model. For state
estimation dynamics and Kalman filters, we have dégned a
procedure to provide separate continuous-time tempal
update and error feedback update based on non-
uniformly sampled input-output data.
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16.00 - 16.30

Frequency Domain Total Least Squares Estimator of Time-
Varying Systems

John Lataire, Rik Pintelon

Abstract-An  identification = procedure for linear
continuoustime, time-varying systems is presented.he model
consideredis an ordinary differential equation whaee
coefficients are polynomials in time. The model ediion is
evaluated in the frequency domain (thus allowing asimple
selection of the frequency band of interest) fromampled, finite
length records of the input and output signals. Thetime-
frequency transformations are performed using the [screte
Fourier Transform and its inverse. The leakage and &hs
errors (due to the nonperiodicity of the system'’s esponse) are
shown to be easily captured by adding a polynomialo the
model equation. The identification procedure is formalated as
a total least squares estimation problem. The estinar is
illustrated on a simulation example.

16.30 - 17.00

EM Identification of Continuous-Time State Space Models
from Fast Sampled Data

Juan I. Yuz, Jared Alfaro, Juan C. Aglero, Graham C.
Goodwin

Abstract-In this paper we apply the Expectation-
Maximization (EM) algorithm to the identification
of continuous-time state-space models from fast squed data.
We modify the standard EM formulation, using a
parametrization of the sampled-data model in increrantal
form. This model recovers the underlying continuougime
system when the sampling period goes to zero. Algbe use of
the incremental model parametrization shows bettenumerical
behavior for fast sampling rates. We also considethe case of
non-uniform sampling and a robust identification procedure
that can be applied in the time or frequency domain

Filtering, Estimation and Control
(Regular Session)

Room 2

Chair: Lorenzo Finesso

15.30 - 16.00
Two-Step Nonnegative Matrix Factorization Algorithm for

the Approximate Realization of Hidden Markov Models
Lorenzo Finesso, Angela Grassi, Peter Spreij

Abstract-We propose a two-step algorithm for the
construction of a Hidden Markov Model (HMM) of assigned
size, i.e. cardinality of the state space of the derlying Markov
chain, whose n-dimensional distribution is closesh divergence
to agiven distribution. The algorithm is based on the
factorization of a pseudo Hankel matrix, defined interms of
the given distribution, into the product of a tall and a wide
nonnegative matrix. The implementation is based on he
nonnegative matrix factorization (NMF) algorithm. To
evaluate the performance of our algorithm we produed some
numerical simulations in the context of HMM order reduction.

16.00 - 16.30
Recursive Identification of Continuous-Time Linear

Stochastic Systems - An Off-Line Approximation
LaszIl6é Gerencsér, Vilmos Prokaj

Abstract-We consider multi-variable continuous-time
linear stochastic systems given in innovation form,with
system matrices depending on an unknown parametehat is
locally identifiable. A computable continuous-time recursive
maximum likelihood (RML) method with resetting has been

proposed in our ECC 09 paper. Resetting takes placé the
estimator process hits the boundary of a pre-spedifd compact
domain, or if the rate of change, in a stochasticesise, of the
parameter process would hit a fixed threshold. An atline of a
proof of convergence almost surely and irIJ.q was given, under

realistic conditions. In the present paper we showthat the
RML estimator differs from the off-line estimator by an error
of the magnitude of lod@/T in an appropriate sense. With this
result a conjecture formulated back in 1984 has beesettled.

16.30 - 17.00

Mean-Square Minimization in Mathematical Finance with
Control and State Constraints
Andrew J. Heunis

Abstract-We study a problem of optimal stochastic control
from mathematical finance. The problem involves botha
control constraint (on the portfolio) together with an
almostsure state constraint (on the wealth processpiving a
rather challenging combination of constraints. We émonstrate
existence of a Lagrange multiplier, show that thiss a pair
comprising a finitely additive measure (for the stée constraint)
and an Ito process (for the portfolio constraint),and construct
an optimal portfolio in terms of the Lagrange multiplier.

17.00 - 17.30

Convergence of the MAP Path Estimator in HMMs with
Continuous Hidden State Space
Pavel Chigansky, Ya’‘acov Ritov

Abstract— Consider the conventional hidden Markov model
(X,Y) = (X, Ys)n>1, where the signal process X is a Markov
sequence and the observation process Y is a sequence of
conditionally independent random variables, given X, where
the conditional distribution of Y,, depends only on X, at any
time n > 1.

One of the basic problems in this setup is to estimate the
signal trajectory X,.,, given an observed trajectory Yi.,,. The
MAP estimator is a solution of the optimization problem

n

X{L:n = argmaxll:n”f'(fl) H q(mrn—h fm)p(fm, Kn)7

m=2

where r(-) and ¢(-,-) are initial and transition probability
densities of X respectively, and p(-,-) is the emission density,
from which Y.’s are sampled. The superscript n in X7i.,
emphasizes the dependence of the optimal trajectory on the
time horizon of the problem. .

We shall address the existence of the limit lim, .. X,
for any fixed m. In practical terms, such a limit means that
the optimal path ceases to depend on the future data and
the optimization algorithm can be localized. We shall see that
such convergence cannot be taken for granted and that the
optimal path may stabilize in a way, essentially different from
the previously considered finite state setting.

PDE Systems
(Regular Session)

Room 3
Chair: Joao R. Branco
15.30 - 16.00
Integro-Differential IBVP versus Differential IBVP: Stability
Analysis

Joao R. Branco, José Augusto Ferreira

Abstract-The aim of this work is the qualitative analysis
from theoretical and numerical points of view of anintegro-
differential initial boundary value problem where the reaction
term presents a certain memory efect. Stability radts are
established in both cases. As in certain cases thetegro-
differential initial boundary value problem can be seen as a
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differential initial boundary value problem, the results
obtained for the integro-differential formulation are compared
with the correspondent results stated for the difeential initial
boundary value problem. Numerical results illustrang the
theoretical results are also presented.

16.00 - 16.30

Distributed Source Identification for Wave Equations: an
Observer-Based Approach
Marianne Chapouly, Mazyar Mirrahimi

AbstractIn this paper, we consider a wave equation onf

a bounded interval where the initial conditions are known
(are zero) and we are rather interested in identifing an
unknown source termq(x) thanks to the measurement output/
which is the Neumann derivative on one of the bouraties. We
use a back and forth iterative procedure and constrct well-
chosen observers which allow to retrieveq from y in the
minimal observation time.

16.30 - 17.00

Block Preconditioned Methods in Solution of Hyperbolic
Equations
Ahmad Shayganmanesh (Golbabai), M.M. Arabshahi

Abstract— In this article, we compare suitable precondi-
tioners for solving linear systems arising from the class of
fourth-order approximations employed for solving hyperbolic
equations, Oy + Buy = f(x,7,u,uy,1;) subject to appropriate
initial and boundary conditions, where ¢ and 3 are constants.
Numerical results show that the proposed preconditioned meth-
ods produces an accurate and oscillation free solution.

17.00 - 17.30

The Best State Space for the SCOLE Model
Xiaowei Zhao, George Weiss

Abstractlt is well-known that the SCOLE model (a
beam coupled to a rigid body) is not exactly contitable in the
energy state space withL? input signals, since the control
operator is compact from the input space to statepsace. In this
paper, we derive its exactly controllable space fot? input
signals and we prove its well-posedness and reguilgrin this
space.

Algebraic Systems Theory, Behaviors, and
Codes: New Developments Beyond Classical
Algebraic Coding Theory

(Invited Session)

Room 4

oOrganizers: Heide Gliising-Liirssen, Eva Zerz
Chair: Heide Gliising-Liirssen

15.30 - 16.00

New Improvements on the Echelon-Ferrers Construction
Anna-Lena Trautmann, Joachim Rosenthal

AbstractWe show how to improve the echelon
Ferrers construction of random network codes introdiced in
[3] to attain codes of larger size for a given mimhum distance.

16.00 - 16.30

On the Weight Hierarchy of Certain Grassmann Codes
Arunkumar R. Patil, Harish K. Pillai

Abstract— The higher weights d, and dj,_, of the [n,k],-
(linear) Grassmann code C' (¢, m) associated with a Grassman-
nian G (¢, m) over the finite field F, are known for 0 < r <
where ;1 = max{{, m— ¢} + 1. Grassmann codes are generaliza-
tions of Reed-Muller codes. These codes are constructed using
Grassmann varieties G/((, m) (all ¢ dimensional subspaces of
a m-dimensional space ;" over the finite field F,). The r-th
higher weight of a code is defined as the minimum weight of
any r-dimensional sub-code of the given code. The collection
of all the higher weights, 1 < r < k, where k is the dimension
of the code, is called the weight hierarchy of the code. For
Grassmann codes, only a very small portion of this weight
hierarchy is known. In this paper, we demonstrate a method
of determining the complete weight hierarchy of some special
Grassmann codes, namely those coming from G(2,m).

Index Terms— Grassmann codes, projective system, higher
weights, completely decomposable vectors,Young tableaux.

16.30 - 17.00

The Shortest-Basis Approach to Minimal Realizations of
Linear Systems
G. David Forney Jr.

Abstract— Given a controllable discrete-time linear system C,
a shortest basis for C is a set of linearly independent generators
for C with the least possible lengths. A basis 5 is a shortest
basis if and only if it has the predictable span property (i.e.,
has the predictable delay and degree properties, and is non-
catastrophic), or alternatively if and only if it has the subsystem
basis property (for any interval 7, the generators in 3 whose
span is in J is a basis for the subsystem C;). The dimensions
of the minimal state spaces and minimal transition spaces of
C are simply the numbers of generators in a shortest basis 3
that are active at any given state or symbol time, respectively.
A minimal linear realization for C in controller canonical form
follows directly from a shortest basis for C, and a minimal
linear realization for C in observer canonical form follows
directly from a shortest basis for the orthogonal system C*.
This approach seems conceptually simpler than that of classical
minimal realization theory.

17.00 - 17.30

Correlations in Stream Ciphers: a Systems Theory Point of
View

Sara Diaz Cardell, Gerard Maze, Joachim Rosenthal, Urs
Wagner

Abstract-Given a sequence of some
behavior, this sequence can be computed as the outpof a
linear system.If one receives a highly noisy sequee
correlated with such a linear sequence, the problemwe study is
how to obtain the input of the linear system. We eain known
correlation attacks in this general setting and wehow types of
autonomous behaviors which should be avoided.

Systems Theory and the Economics of Pricing in
New Markets
(Invited Session)

Room 6

Organizers: Robert Martin, Clyde F. Martin
Chair: Robert Martin

15.30 - 16.00

Systems and Markets: Instability and Irrationality
Robert Martin, Clyde F. Martin, Xuyao Lin

Abstract-New financial products are difficult to price.
Often the products suffer through an initial period of price

autonomous
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volatility as the market searchers for an equilibrum value. In
this paper, we extend our previous results by showg that the
rate of convergence is extremely slow, less thanrgN), where
N is the number of draws. As a result with a suffiently low
discount rate, an investor gambling on draws from lie urn
faces possibility of time-relevant unbounded lossedVhy do
these losses fail to prevent the market from formig? Are
investors then inherently irrational? Because the rarket price
is an average of the beliefs of many investors ra¢h than a
reflection of the truth. Therefore, any investor wto believes
their priors better than the market's also believesthey have
unbounded earning potential. As a result, the markethrives,
volatility persists, and some investors win at theexpense of
others.

16.00 - 16.30
A General Theory of Markovian Time Inconsistent Stochastic

Control Problems
Tomas Bjérk, Agatha Murgoci

Abstract-We develop a theory for stochastic control problems
which, in various ways, are time inconsistent in th sense that
they do not admit a Bellman optimality principle. We attach
these problems by viewing them within a game theotie
framework, and we look for Nash subgame perfect edjfibrium
points. For a general controlled Markov process ane fairly
general objective functional we derive an extensioof the
standard Hamilton-Jacobi-Bellman equation, in the érm of a
system of non-linear equations, for the determinatin for the
equilibrium strategy as well as the equilibrium vale function.
All known examples of time inconsistency in the ld@rature are
easily seen to be special cases of the present tiyedVe also
prove that for every time inconsistent problem, thee exists an
associated time consistent problem such that the timal
control and the optimal value function for the consstent
problem coincides with the equilibrium control andvalue
function respectively for the time inconsistent prblem. We
also study some concrete examples.

16.30 - 17.00

A Model for Multiscaling and Clustering of Volatility in
Financial Indexes

Alessandro Andreoli, Francesco Caravenna, Paolo Dai Pra,
Gustavo Posta

Abstract-We propose a stochastic model which matche
some relevant stylized facts observed in time sesi®f financial
indexes, and that are not fully captured by the moels most
often used in this context. These stylized facts ccern with the
distribution of the log-returns (increments of the logarithm of
the index). This distribution is not Gaussian, andts moments
obey peculiar scaling relations (multiscaling). Moeover,
absolute values of log-returns in disjoint time inérvals are
positively correlated (clustering of volatility): their correlation
has slow (sub-exponential) decay for moderate timdistances
(up to few months), and have a faster decay for Iger
distances. The simplicity of the model allows sharmnalytic
results, statistical estimation of its few paramets, and
low computational effort in simulations, allowing is
concrete use in applications such as option pricing

17.00 - 17.30

Arbitrage-Free Multifactor Term Structure Models: a Theory
Based on Stochastic Control
Andrea Gombani, Wolfgang J. Runggaldier

Abstract-We present an alternative approach to the
pricing of bonds and bond derivatives in a multivarate linear-
guadratic model for the term structure that is base on the
solution of a linear-quadratic stochastic control poblem. We
focus on explicit formulas for the computation of lond

optionsin a bivariate factor model which can be esly
computed numerically by calculating four line integals.

Biological Networks
(Regular Session)

Room 7

Chair: Siamak Taati

15.30 - 16.00

Gene Regulatory Networks: the Impact of Distance between
Genes

Gilles Bernot, Jean-Paul Comet, Enrico Formenti, Siamak
Taati

Abstract-We analyze the basic building block of gene
regulation networks using a simple stochastic model We
consider a network consisting only of two interactig genes: an
activator (or repressor) gene that produces proteis of type S
and a target gene that is activated (or repressedespectively)
by proteins of type S. We identify the role of disince
between the two interacting genes by calculating ¢hrelative
density of those activator proteins that until time t have
succeeded in reaching the vicinity of the target ge via an
unbiased threedimensional Brownian motion. The latte
guantity seen as a function of time has a sigmoidahape (like a
simple delay line) that is sharper and taller whenthe two genes
are closer to each other. This suggests an evolutany pressure
towards making the interacting genes closer to eactbther to
make their interactions more efficient and more refable.

16.00 - 16.30

Controlling Gene Regulatory Networks by Means of Control
Systems Theory Principles and Microfluidic Devices
Filippo Menolascina, Mario di Bernardo, Diego di Bernardo

16.30 - 17.00

Estimation of Protein Networks for Cell Cycle in Yeast Based
on Least-Squares Method Using Periodic Signals
Noriko Takahashi, Takehito Azuma, Shuichi Adachi

Abstract-In  this paper, a new approach to
estimation problems of protein networks is proposedfor
systems biology. Generally, it is difficult to esthate
scomplicated networks in molecular biology. Then, inorder to
estimate complicated networks systematically, it igonsidered
to estimate the networks based on a control enginegeg
method. Considering that wave patterns of proteinsare
periodic, the protein networks are estimated by theleast—
squares estimation method. In this method, the netwks can
be estimated by wusing just 1 cycledata of protein
concentrations. Moreover, this method is appliedtoan
estimation problem of protein networks for cell cyte in yeast,
and 9—dimensional protein networks are actually eghated.

Signal Processing
(Regular Session)

Room 8

Chair: Kenadall Gillies

15.30 - 16.00

Convergence of Bayesian Posterior Distributions
Kenadall Gillies, Robert Martin, Shan Sun, Clyde F. Martin

Abstract-This paper will compare the model of determining
the true price of a product to determining the proportion of
black balls in a bottomless, rotating urn. In doingthis it is seen
that as long as the ratio of black balls convergetthe true
proportion, the Bayesian updating method for ther™ moment

will converge to the true proportion raised to ther™ power.
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Thus the posterior distributions converge to unit mas at the
true proportion. A theory for speeding up the convegence rate
for the Bayesian updating method was then testedrgie it now
known that the Bayesian updating method converges.

16.00 - 16.30
High Resolution Analysis via Sparsity-Inducing Techniques:

Spectral Lines in Colored Noise
Lipeng Ning, Tryphon T. Georgiou, Allen R. Tannenbaum

Abstract-The impact of sparsity-inducing techniques
in signal analysis has been recognized for over tegears
now and has been the key to a growing literature orthe
subject— commonly referred to as compressive sengin The
purpose of the present work is to explore such spsity-
inducing techniques in the context of system ideritation.
More specifically we consider the problem of sepatimg
sinusoids in colored noise while at the same timdentifying the
dynamics that generate the wide-bandwidth noise-coponent.
Our formalism relies on modeling the data as a supposition
of a few unknown sinusoidal signals together withne output of
an auto-regressive filter which is driven by white noise.
Naturally, since neither the underlying dynamics no any
possible sinusoids present are known, the problens ill-posed.
We seek a sparse selection of sinusoids which tdgat with the
auto-regressive component can account for the datet and, to
this end, we propose a suitable modification of spsity-
inducing functionals (a la LASSO/Basis pursuit/etc.which can
generate admissible solutions-their sparsity beingletermined
by tuning parameters.

16.30 - 17.00

Probabilistic Current-State Opacity is Undecidable
Anooshiravan Saboori, Christoforos N. Hadjicostis

AbstractIncreasing concerns about security and privacy in
applications of discrete event systems have
various notions of opacity for systems that are maged as
(possibly non-deterministic) finite automata with prtial
observation on their transitions. Specifically, a gstem is
current-state opaque if the entrance of the systerstate to a
given set of secret states remains opaque (uncergi until the
system leaves this set of secret states, to an uder who
observes system activity through some projection npa While
this notion has been shown useful for security redrements in
many applications (including encryption using pseud-random
generators and coverage properties in sensor netwks), it does
not provide a quantifiable measure for characterizng the
security of agiven system. In this paper, we extenthis
framework to systems that can be modeled as probdltstic
finite automata, obtaining in the process the probhility of
observing sequences of observations that violate rcent-state
opacity. We thenintroduce and analyze the notion fo
probabilistic current-state opacity which can be ued to
provide a measure of a given system’'s opacity. Wéaw that
verifying probabilistic currentstate opacity is undecidable in
general, though it can become decidable in specifsettings.

Switched Systems
(Regular Session)

Room 9

Chair: Koichi Kobayashi

15.30 - 16.00

Free-Variable Analysis of Finite Automata Representations
for Hybrid Systems Control
Koichi Kobayashi, Jun-ichi Imura

Abstract-As is well known, the computational complexity in

led to

the mixed integer programming (MIP) problem is oneof the

main issues in model predictive control of hybrid gstems such
as mixed logical dynamical systems. To overcome thissue, the
authors have proposed a new method to represent
a deterministic finite automaton as a linear stateequation with
arelatively smaller number of (free) binary input variables,
which thus makes the number of binary variables inthe
resultant MIP problem smaller. This paper continuesupon the
above approach, and presents theoretical aspects anput
binary variables in the linear state equation modebkuch as the
upper bound of the number of the binary input variables.

16.00 - 16.30

Disturbance Decoupling Problems with Quadratic Stability
for Switched Linear Systems via State Feedback
Naohisa Otsuka

Abstract-In  this paper disturbance  decoupling
problems without stability and with quadratic stability for
switched linear systems are formulated in the fram&ork of the
so-called geometric approach. Firstly, necessary dnsufficient
conditions for the problem without stability to be solvable are
given. Secondly, sufficient conditions for the prolem with
guadratic stability to be solvable are given. Furtler, for
switched linear systems composed of two subsystemscessary
and sufficient conditions for the problem with quadatic
stability to be solvable are also investigated. Faily, an
illustrative example is shown.

16.30 - 17.00
Output Feedback Stabilizing Control and Passification of

Switching Diffusion Systems
Pavel V. Pakshin, Dimitri Peaucelle

Abstract-A parametric description of static output
feedback stabililizing controllers for diffusion systems with
Markovian switching is presented. This description $
expressed in terms of coupled linear matrix equaties and non-
convex quadratic matrix inequalities which depend o
parameter matrices similar to weight matrices in LQRtheory.
A convexifying approximation technique is proposedo obtain
the LMI-based algorithms for computing of the gain matrix.
These are non-iterative and used computationally effient SDP
solvers.The results are thenapplied to simultaneous
stabilization of a set of diffusion systems, robusstabilization
and stochastic passification problems. Finally, a umerical
example is provided to demonstrate the applicabilit and
effectiveness of the proposed method.

17.00 - 17.30

On Well-Posedness of Piecewise Affine Bimodal Dynamical
Systems
Le Q. Thuan, Kanat Camlibel

Abstract-The theory of differential inclusions provides
certain sufficient conditons for the uniqueness ofFilippov
solutions such as one-sided Lipschitzian property omaximal
monotone condition. When applied to piecewise affe
dynamical systems, these conditions impose rathertrang
conditions. In this paper, we provide less restriéve conditions
for uniqueness of Filippov solutions for the bimodhpiecewise
affine systems.
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Advanced Linear Algebra - 2
(Regular Session)

Room 10

Chair: Christophe Fonte

15.30 - 16.00

Conditions for Interpolation of Stable Polynomials
Christophe Fonte, Cédric Delattre

Abstract-This contribution addresses the problem of]
the interpolation of a set of positive numbers by table
real polynomials. It is shown that the interpolant preserves
local positivity, monotonicity, and convexity in oder to satisfy
stability requirement of the interpolating polynomial. Then this
issue is formulated as a nonlinear system carryingpn the
existence of negative real roots and positive reglarameters.
By considering an extension of the Farkas's Lemma ahthe
method of Fourier- Motzkin elimination, conditions are
explicitly produced for the existence of an Hurwitzpolynomial
that passes through all the pairs of values to intpolate.

16.00 - 16.30

Convexity of Higher Dimensional Numerical Ranges
Michael Karow

Abstract— The talk deals with the convexity of the joint
numerical range W (A4) of an m-tuple of Hermitian matrices
A= (AL,... A, A € C™", Ap = Ay. By definition,

W(A) ={ (" Avz,... 2" Ayuz)"; 2eC", ||zl =1} CR™.

Joint numerical ranges and their convexity play an important
role in the theory of ;:-values (structured singular values) with
respect to blockdiagonal perturbations and the spectral norm
[2,3,4,5,6]. It is well known that W (A) is convex if m = 2 and
if m = 3 and n > 2. We give the following criterion for the
convexity of W (A) if m > 4. Suppose the largest eigenvalue
of A(n) = >, nx Ak, has constant multiplicity for all 0 #
7 € R™. Then either 17/ (4) is a smooth convex body or W (A)
is a smooth convex surface. Furthermore, if 1 (A) is convex
though the eigenvalue condition fails then the convexity can
be destroyed by an arbitrarily small perturbation of A. The
results are obtained using methods from differential topology.

The talk is based on joint work with E. Gutkin and E.
Jonckheere [1].

16.30 - 17.00
Real Radius of Controllability for the Systems Described by

Polynomial Matrices: SIMO Case
Swanand R. Khare, Harish K. Pillai, Madhu N. Belur

AbstractIn this paper we discuss the problem of
computing the real radius of controllability of the Single Input
Multi Output  (SIMO) systems described by univariate
polynomial matrices. The problem is equivalent to caputing
the nearest noncoprime polynomial matrix to the pagtnomial
matrix describing the system in some prescribed non. A
particular case of this problem is to compute appreimate
GCD of univariate polynomials. Further this problemis shown
to be equivalent to the Structured Low Rank Approxinmation
(SLRA) of a linearly structured resultant matrix associated
with the given polynomial matrix. The radius of contollability
is then computed by finding the nearest SLRA of thisesultant
matrix.

17.00 - 17.30

Computing the Controllability Radius for Higher Order
Systems Using Semidefinite Programming
Bogdan C. Sicleru, Bogdan Dumitrescu

AbstractWe propose here a new approach fo

The original problem is restated as an eigenvalue mimization
problem and further transformed into a semidefinite
programming problem. We then relax our problem by
imposing a sum-of-squares constraint. Experimental asults
show that our algorithm can obtain good results ina much
smaller computation time than the existing algoritm.

New Results on Computation and Control
(Invited Session)

Room 11

computing the controllability radius for higher ord er systems.

Organizer: Bjjoy K. Ghosh
Chair: Bijoy K. Ghosh

15.30 - 16.00

Periodic and Recursive Control Theoretic Smoothing Splines
Maja Karasalo, Xiaoming Hu, Clyde F. Martin

Abstract-In this paper, a recursive control theoretic
smoothing spline approach is proposed for reconstating a
closed contour. Periodic splines are generated byimimizing a
cost function subject to constraints imposed by aidear
control system. The optimal control problem is show to be
proper, and sufficient optimality conditions are deived for a
special case of the problem using Hamilton-Jacobi€@man
theory.

The filtering effect of the smoothing splines allowsfor
usage of noisy sensor data. An important feature dhe method
is that several data sets for the same closed coantocan be
processed recursively so that the accuracy is impved stepwise
as new data becomes available.

16.00 - 16.30

Smoothing Splines on the Torus
F. Egebrand, Magnus Egerstedt, Clyde F. Martin

Abstract-An algorithm is presented for
constructing smoothing splines on the torus. The atgithm
uses a particular representation of the torus and si
suboptimal. However it produces good trajectories md among
all possible smoothing spline it does very well iterms of the
cost function.

16.30 - 17.00

Control Aspects of a Finite Length Hubbard Chain
F. Assaad, Gunther Dirr, F. Goth, Uwe Helmke

Abstract-Solid state physics provides a rather new
application area for quantum control. Yet, the high
dimensional state spaces in this field require a trough
analysis of the underlying Lie algebraic structures for
developing efficient control strategies. In this pper, we focus a
one-dimensional chain of quantum dots described bythe
Hubbard model. The model plays an extremely importat role
in solid state physics since it is the simplest metl which
explicitly takes into account the interplay betweenCoulomb
repulsion of electrons and their kinetic energy. Webegin with
an comprehensive description to the mathemtical tde need for
the appropriate state space construction. Based orhese
concepts, we introduce the general Hubbard Hamiltolan and
discuss some aspects of is general Lie algebraic wstture.
Finally, we present a toy example for illustrating the afore
established notions.

The tutorial part of this work is supposed to enhane the
collaboration between theoretical physicists and
mathematicians in the area of quantum control.
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17.00 - 17.30

To Tilt Your Head or Not To: Potentially
Bijoy K. Ghosh, Indika B. Wijayasinghe

Abstract-In this paper we study the human head
movement, when the head shifts its orientation beteen two
possible heading directions, as a simple mechanicabntrol
system. Head movements obey Donders’ constraint (apposed
to the Listing’s constraint for eye movement), whictstates that
the allowed orientations of the head are obtainedybrotating a
fixed ‘primary heading direction’ by a subclass of rotation
matrices. These rotation matrices have their axes aftation
restricted to a fixed surface, called the Donders’surface.
Donders’ Law states that when head moves spontanesiy
from left to right and back or from top to bottom and back, the
head rotation matrix has no torsional component. Orthe other
hand, when the head moves diagonally from the toft to the
bottom right and back or from the top right to the bottom left
and back, spontaneously, the axis of rotation has a&mall
torsional component. The torsional component effentely
rotates the head with respect to the frontal line ©‘heading’.
The head appears slightly tilted as a result of thelight torsion.
Defining a suitable Riemannian metric, we study dyamic
control of head movement when the head orientationsatisfy
the Donders’ constraint throughout its entire trajectory. Head
movements are actuated by choosing a suitable potéi
function and the oscillations are damped by adding suitable
damping term. An important result of this paper isto show the
effect of the torsional component as head is alloweto move
between two ‘headings’. We show that when the peakalue of
the allowable torsion is high, i.e. when the head iallowed to be
more tilted, transition time between two headingss shortened.

Interpolation and Approximation in Linear
Systems - 2
(Invited Session)

Room 12

Organizers: Andrea Gombani, Martine Olivi
Chair: Martine Olivi

15.30 - 16.00
Parametrization of Matrix-Valued Lossless Functions Based

on Boundary Interpolation
Ralf Peeters, Martine Olivi, Bernard Hanzon

Abstract-This paper is concerned with
parametrization issues for rational lossless matrix valued
functions. In the same vein as previous works, intpolation
theory with metric constraints is used to ensure tl lossless
property. We consider here boundary interpolation ad
provide a new parametrization of balanced canonicaforms in
which the parameters are angular derivatives. We fially
investigate the possibility to parametrize orthogoal wavelets
with vanishing moments using these results.

16.00 - 16.30

On the Partial Realization Problem
Andrea Gombani, Gy6rgy Michaletzky

Abstract-We consider here a two sided interpolation
problem where we want to minimize the degree of thg
interpolant. We show that this degree is given byhe rank of a
particular solution to a Sylvester equation which,in some
particular cases becomes a Ldéwner or a Hankel mati We
consider an application to the usual partial realiation
problem. The results are quite general and no partigar
assumption on the location of the interpolating nods are
needed.

16.30 - 17.00

On Tangential Matrix Interpolation
Paul A. Fuhrmann

Abstract-The talk will present an algebraic approach, using
polynomial and rational mod- els over an arbitrary field, to
tangential interpolation problems, both by polynomal as well
as rational functions. Appropriate extensions of saar
problems, associated with the names of Lagrange (it order),
Hermite (high order) and Newton (recur- sive) are e@rived.
The relation of tangential matrix interpolation problems to
the matrix Chinese remainder theorem are clarified.Some two
sided interpolation prob- lems are dealt using thetheory of
tensored models. The polynomial results are then udeas a
basis for the solution of the corresponding problem of
interpolation by rational matrix functions. We shall also try to
explain the role of tensored modelsin the study ofthe
polynomial version of the Sylvester equation and st
connection to model reduction by interpolation.

17.00 - 17.30

Polynomial Structure of 3 x 3 Reciprocal Inner Matrices
David Avanessoff, Martine Olivi, Fabien Seyfert

Abstract-The objective of our work is the derivation
of efficient algorithms for the synthesis of microvave
multiplexers. In our opinion, an efficient frequeng design
process calls for the understanding of the structie of n x n
inner (or lossless) reciprocal rational functions ér n > 2.
Whereas the case n 2is completely understood anal
keystone of filter synthesis very little seems toebknown about
the polynomial structure of such matrices when theyinvolve
more than 2 ports. We therefore start with the analsis of the 3
x 3 case typically of practical use in the manufaaring of
diplexers. Based on recent results obtained on mimial degree
reciprocal Darlington synthesis [6], we derive a plgnomial
model for 3 x 3 reciprocal inner rational matriceswith given
McMillan degree.

Passive Network Synthesis
(Invited Session)

Room 13

Organizer: Malcolm C. Smith
Chair: Malcolm C. Smith

15.30 - 16.00

Passive Synthesis of the Terminal Behavior of Circuits
Jan C. Willems

Abstract-The synthesis of passive electrical circuits has Ha
a profound influence in electrical engineering in gneral, and in
systems theory in particular. The seminal result irthis area is
the 1932 theorem by Otto Brune in which it is prova that a
transfer function is the driving point impedance ofa 2-terminal
one-port consisting of a finite number of passive asistors,
inductors, capacitors, and transformers if and onlyif the
transfer function is rational and positive real. The notion of
positive realness was in fact first introduced in pecisely this
context. Later, Bott and Duffin showed that transfomers are
not needed. Brune's result was generalized to mulfports,
leading to the result that a transfer function is he driving point
impedance of a multi-port consisting of a finite nmber of
passive resistors, inductors, capacitors, transforers, and
gyrators if and only if the transfer function is a positive real
matrix of rational functions.

The importance of these results may be seen by the
relevance of positive realness and dissipativity iessentially all
areas of present-day control and systems theory. Thaim of
this presentation is to examine some aspects of tltassical
synthesis question. In another presentation (entiid "Ports and
Terminals") in this conference, we explain that thedescription
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of circuits with a finite number of external wires through

which the circuit interacts with its environment leads to a
multi-terminal description, rather than to a multi- port

description. In addition, there is subtle differene, related to
controllability and common factors, between the impdance of
a circuit versus a specification of the external Heavior. We

pose the synthesis problem of circuits in terms o terminal

description. Necessary and sufficient conditions ar given for
the terminal behavior of a circuit consisting of an
interconnection of positive resistors. In its simpst form, these
conditions require that the matrix that relates the voltage
vector to the current vector be symmetric hyperdonmant with

zero excess. This result is readily generalized toircuits

containing only inductors and capacitors. Other cass will be
discussed as well. Finally, we examine the subtlaffdrence
between synthesizing a linear time-invariant diffeential

behavior versus synthesizing a transfer function. W show that
the classical synthesis results apply only to corgllable

behaviors, but that the synthesis of non-controllale systems is
basically an open area. In fact, the classical Befuffin result

realizes a given transfer function in a non-contrdable fashion.
This implies that the transformerless synthesis of aontrollable

linear time-invariant differential one-port behavior remains an

open question.

16.00 - 16.30

Redundancies in Transformerless Network Synthesis
Jason Zheng Jiang, Malcolm C. Smith

Abstract-The purpose of this paper is to give 3
compact summary of recent results based on the coept of a
regular positive-real function. We will list an efficient set of
networks which is capable of realising all biquadrécs which
are realisable by 5-element networks or 6-elementetworks of
seriesparallel type. The structures are simpler tha the full
Bott- Duffin synthesis, though there are some (noregular)
positivereal biquadratics which cannot be realisedby this
class.

16.30 - 17.00

Network Optimization and Synthesis Using a Combined
Mechanical and Electrical System: Application to Vehicle
Suspension Control

Fu-Cheng Wang, Hsiang-An Chan

Abstract-This paper introduces a mechatronic network
and applies it to vehicle suspensions for performarme
optimization. The mechatronic network consists of dall-screw
and permanent magnet electric machinery (PMEM), sugc that
the system impedance is a combination of mechanicand
electrical impedances. We then apply the network twehicle
suspensions, and demonstrate the performance bensfiand
their sensitivities to parameter variations. The ofimal
electrical impedances are constructed and experiméally
verified. Based on the results, the mechatronic nebrk is
deemed effective.

New Mathematical Methods in Multidimensional
Systems Theory - 1
(Invited Session)

Room 14

organizers: Alban Quadrat, Thomas Cluzeau
Chair: Alban Quadrat

15.30 - 16.00

Further Results on Serre’s Reduction of Multidimensional
Linear Systems
Mohamed S. Boudellioua, Alban Quadrat

Abstract-Serre’s reduction aims at reducing the number
of unknowns and equations of a linear functional sstem

(e.g., system of ordinary or partial differential euations,

system of differential time-delay equations, system of
difference equations). Finding an equivalent represntation of
a linear functional system containing fewer equatios and
fewer unknowns generally simplifies the study of & structural
properties, its closed-form integration and differst numerical
issues. The purpose of this paper is to present arstructive
approach to Serre’s reduction for linear functional systems.

16.00 - 16.30

Serre's Reduction of Linear Partial Differential Systems
Based on Holonomy
Thomas Cluzeau, Alban Quadrat

Abstract-Given a linear functional system (e.g., an
ordinary/ partial differential system), Serre’s reduction aims
at finding an equivalent linear functional system vhich
contains fewer equations and fewer unknowns. The ppose of
this paperis to study Serre’s reduction of underdeermined
linear systems of partial differential equations wth analytic
coefficients whose formal adjoints are holonomic ithe sense of
algebraic analysis. In particular, we prove that eery analytic
linear system of ordinary differential equations wth at least
one input is equivalent to a sole analytic ordinanydifferential
equation.

16.30 - 17.00

Purity Filtration of 2-Dimensional Linear Systems
Alban Quadrat

Abstract— The purpose of this paper is to show that every
linear partial differential (PD) system defined by means of a
matrix with entries in the noncommutative polynomial ring
D = A(b,...,0,) of PD operators in 9, = Gorre ey On = afn
with coefficients in a differential ring A, which satisfies certain
regularity conditions, is equivalent to a linear PD system defined
by an upper triangular matrix of PD operators formed by three
diagonal blocks: the first (resp., second) diagonal block defines a
dim(D)-dimensional (resp., dim(D) — 1-dimensional) linear PD
system and the third one defines a linear PD of dimension less or
equal to dim(D) — 2. In particular, if » = 2, then the equivalent
upper triangular matrix corresponds to the purity filtration
of the finitely presented left [D-module )M associated with the
linear PD system. Moreover, repeating the same techniques with
the linear PD system of dimension less or equal to dim(D) — 2,
the purity filtration of M can be obtained in the general case
(i.e., n > 2). Finally, this equivalent form of the linear PD
system can be used to obtain a Monge parametrization and for
closed-form integration of linear PD systems.

17.00 - 17.30
A Polynomial-Algebraic Approach to Lyapunov Stability

Analysis of Higher-Order 2-D Systems
Paolo Rapisarda, Kiyotsugu Takaba, Chiaki Kojima

Abstract-We introduce a four-variable polynomial
matrix equation which plays an essential role in th stability
analysis of discrete 2-D systems and in the comptian of
Lyapunov functions for such systems; we call this # 2-D
polynomial Lyapunov equation (2-D PLE). We also give
necessary and sufficient conditions for the stabtly of “square”
2-D systems based on solutions of the 2-D PLE satisfy
additional properties.
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Recent Developments in Multidimensional
Systems, Control and Signals - Theory and
Applications - 1

(Invited Session)

Room 15

Organizer: Krzysztof Gatkowski
Chair: Krzysztof Gatkowski

15.30 - 16.00
On a Nonlinear Two-Directionally Continuous Repetitive

Process
Marek Majewski

Abstract-In the paper we consider a nonlinear,
continuous version of the well-known discrete and itferential
repetitive process. A two-directionally linear coninuous
version of repetitive process has been introduceah ipaper [9].
The aim of this paper is to introduce a nonlinear vision of the
system considered in [9] and to prove the fundameat results
for such systems: the existence, uniqueness and
continuous dependence of solutions on functional pameters
(controls), as it has been obtained in [9] for thénear system.

t

16.00 - 16.30

Controllability, Observability and Disturbance Attenuation
by Boundary Control of Repetitive Processes with

Smoothing
Teresa Azevedo-Perdicollis, Gerhard Jank
Abstract-In  this paper, we present an explicit

representation of solutions for a specific class oflinear
repetitive processes with smoothing. This represertian then is
used to obtaindirect criteria for controllability and
observability properties of this class of discretetime 2-D
systems with delays. We notonly consider classic
controllability properties, where controlis obtained by
choosing the inhomogeneity appropriately, but alsg
controllability of the system by steering the sysm
through boundary data control. From the point of view of
technical applications, for instance in high presse gas
network modelling (see [1]), it seems to be more liable to
consider boundary data controls. Therefore in this pper we
emphasise boundary control properties of the systemA
disturbed optimal boundary control problem with a quadratic
criterion is also solved.

16.30 - 17.00
On Asymptotically Reconstructing Local-State Trajectories

for 2-D Systems without Exploiting Input Information
Lorenzo Ntogramatzidis, Michael Cantoni

Abstract-The notions of  input-containing and
detectability subspaces are developed within the otext of
observer synthesis for two-dimensional (2-D) Fornasi-
Marchesini models. Specifically, the paper considerobservers
which asymptotically estimate the local state, inhe sense that|
the error tends to zero as the reconstructed localtate evolves
away from possibly mismatched boundary values, modo a
detectability subspace. Ultimately, the synthesis fo such
observers in the absence of explicit input informabn is
addressed.

17.00 - 17.30
LQ Parametrization of Robust Stabilizing Static Output

Feedback Controllers for 2D Continuous Roesser Systems
Pavel V. Pakshin, Krzysztof Gatkowski, Eric Rogers

Abstract-The paper considers robust control of 2D
linear systems described by the Roesser model, wke
information propagation in each the independent diections is

type model for uncertainty is assumed. Sufficient gtimality
conditions for the existence of an LQ state feedbaatontroller
are developed inthe absence of model uncertaintynd then
used to characterize a set of stabilizing static ¢put feedback
controllers for this system in the presence of paraeter
uncertainties, resulting in non-convex conditions
parameterized by the weighting matrices of a quadric cost
function. Replacing these conditions by convex appkimations
leads to an algorithm for computing the stabilizinggain matrix
of the controller. The algorithm is non-iterative ard uses
computationally efficient SDP solvers. A numericaexample is
given to demonstrate the applicability and effectieness of the
algorithm.

ne

a function of a continuous variable, and an affingparallelotopic
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Plenary Lecture
Room 1

Chair: Joseph A. Ball

09.00 - 10.00

In memory of Christopher I. Byrnes
Alberto Isidori, Joachim Rosenthal, Anders Lindquist,
Giorgio Picci

Distributed Parameter Systems I: System
Structure
(Invited Session)

Room 1

Organizers: Birgit Jacob, Michael A. Demetriou, Miroslav
Krstic, Kirsten Morris, Hans Zwart
Chair: Birgit Jacob

10.30 - 11.00

Second-Order Systems with Acceleration Measurement
Birgit Jacob, Kirsten Morris

Abstract-A number of systems are modelled by partial
differential equations that include second-order devatives
with respectto time. Flexible structures, acousticwaves in
cavities as well as coupled acoustic-structure sgshs are
examples of systems modelled by equations of thig/pe.
Accelerometers are a very popular choice of sensdor these
systems. The systems theory for acceleration systerhas not
been well-studied. In this talk, conditions under \hich these
systems are well-posed are established. We obtain
representation for the input/output map and transfe function
for the situation where the control system may notbe well-
posed. We provide several examples to show that general
using acceleration as the output leads to an ill-ped
system. We then develop a model for acceleratio
measurements that incorporates a model for the mic-
electrical-mechanical systems (MEMS) devices used measure
acceleration. With this more complex model, the cdrol system
is in general well-posed with a natural choice oftate space.

11.00 - 11.30

Riesz Basis for Strongly Continuous Groups
Hans Zwart

Abstract-Given a Hilbert space and the generator of
a strongly continuous group on this Hilbert space.If the
eigenvalues of the generator have a uniform gap, dnif the
span of the corresponding eigenvectors is dense,eth these
eigenvectors form a Riesz basis (or unconditionaldsis) of the
Hilbert space. Furthermore, we show that none of th
conditions can be weakened.

11.30 - 12.00
Optimal Control of Fractional Systems: a Diffusive

Formulation
Denis Matignon

Abstract-Optimal control of fractional linear systems on
afinite horizon can be classically formulated usig the
adjoint system. But the adjoint of a causal fractioal integral
or derivative operator happens to be an anti-causa
operator: hence, the adjoint equations are not easio solve in
the first place. Using an equivalent diffusive reatation helps
transform the original problem into a coupled systen of PDEs,
for which the adjoint system can be more easily dared and
properly studied.

12.00 - 12.30

Infinite Structure for Infinite-Dimensional Systems: a
Directional Approach
Petteri Laakkonen, Seppo Pohjolainen

Abstract-In this article structure at infinity of
infinitedimensional linear time invariant systems with
finitedimensional input and output spaces is discised. It is
shown that by appropriately restricting the paths gproaching
infinity and under certain majorization conditions a diagonal
form that describes the behavior at infinity can befound. This
diagonal form is a generalization of the Smith-McMilan form
at infinity. It is then used to simplify certain sdvability
conditions of aregulation problem. Examples on timalelay
and distributed parameter systems are given.

Probabilistic Methods
(Regular Session)

Room 2

Chair: Pavel Shcherbakov

10.30 - 11.00

Boundary Oracles for Control-Related Matrix Sets
Pavel Shcherbakov

Abstract-This paper presents closed-form solutions for
the problem of finding the points of intersection & a 1D line
and the boundary of typical matrix sets encounteredin
control; specifically, those defined by linear matix inequalities.
This procedure is referred to as boundary oracle; itis the key
technical component of various random walk algoritins
exploited within the randomized approach to control and
optimization. In the paper, several such oracles & devised and
%eneralized to robust formulations where the coeffients of
matrix inequalities are subjected to uncertainties.

11.00 - 11.30
Potentials and Limitations to Speed up MCMC Methods

NUsing Non-Reversible Chains

Baldzs Gerencsér

Abstract-Mixing time is the quantity to measure the
speed of MCMC sampling. We compare the cases of ngi
reversible chains, which are better understood withnon-
reversible chains, which offer more degree of freadn. It turns
out that nonreversible chains can provide significat speedup
in some cases but no improvement in others.

11.30 - 12.00

A Stochastic Paradox in a Model for Reflected Brownian
Motion?
Erik I. Verriest

Abstract— This paper is pedagogical in nature. It is shown
that a stochastic integral with respect to a Wiener process does
not always yield a martingale. Consequently, ignoring the dw
term in the calculation of expectations, as might be done in a
first ‘back-of-the-envelope’ approach, can lead to false results.
We develop a model for Brownian motion constrained to = > 0,
for which the moments can be computed exactly. There is no
paradox if one solves the problem correctly, however a “blind”
application of the Ito calculus yields to the paradox that the
variance may become negative. In order to put the student
back on track, we close the paper by stating some sufficient
conditions that guarantee that the stochastic integral is a true
martingale.
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12.00 - 12.30

Distribution-Dependent Performance of the Good-Turing
Estimator for the Missing Mass
Mesrob I. Ohannessian, Munther A. Dahleh

Abstract-The Good-Turing estimator for the missing
mass has certain bias and concentration propertiesvhich
define its performance. In this paper we give disibution-
dependent conditions under which this performance an or
cannot be matched by a trivial estimator, that is ne which
does not depend on observation. We introduce the tion of
accrual function for a distribution, and derive our conditions
from the fact that the latter governs the decay rat of the
mean of the missing mass. These results shed light ¢he
inner workings of the Good-Turing estimator, and exlain why
it applies particularly well for heavy-tailed distributions such
as those that arise when modeling natural language.

Behaviors
(Regular Session)

Room 3

Chair: Paolo Rapisarda

10.30 - 11.00

State Maps from Bilinear Differential Forms
Paolo Rapisarda, Arjan J. van der Schaft

Abstract-State equations need often to be constructe|
from a higher-order model of a system, resulting fo example
from the interconnection of subsystems, or from sysm
identification procedures. In order to compute sta¢ equations
it is crucial to choose a state variable. One wayf @oing this is
through the computation of a state map, introducedn [4]. In
this paper we develop an alternative approach to
algebraic characterization of state maps, based dahe calculus
of bilinear differential forms (BDFs), see [8]. Fran this
approach stem a new algorithm for the computation bstate
maps, and some new results regarding symmetries dihear
dynamical systems.

11.00 - 11.30

On the Problem of Model Reduction in the Gap Metric
Mark Mutsaers, Siep Weiland

Abstract— This paper deals with the model reduction prob-
lem where, for a given linear time-invariant dynamical system
of complexity 72, a simpler system of complexity » < n is
desired such that the gap between their respective behaviors
is minimized. We describe dynamical systems as closed, shift
invariant subspaces of ’Hj , represented as Kernels of rational
multiplicative operators that are anti-stable rational elements
of RHZ,. Contrary to other approaches this enables to reduce
autonomous behaviors. In this paper we will give upper- and
lower bounds for the minimal gap between a rational behavior
and its optimal approximation in this system class. Bounds are
given in terms of its Hankel Singular Values. These bounds only
depend on the given system and can be computed in advance
due to the use of rational operators describing the dynamical
systems. This will be illustrated by a simple example.

11.30 - 12.00

The Behavioral Approach to Simultaneous Stabilization
Osamu Kaneko

Abstract-Simultaneous stabilization is the problem of]
finding a condition under which there exists a sing
controller that stabilizes multiple (which is denoed with N in
this paper) plants. In this paper, we address the mpblem of
simultaneous stabilization in the behavioral framewrk. First,
we provide a new equivalent condition for a pair oflinear
systems to be simultaneously stabilizable. We theaiso present

a representation of simultaneous stabilizers under the
assumption that the interconnection of these two Wevior is
stable. By using this result, we address to deriva condition
under which a set of three linear behaviors is sintaneously
stabilizable. In this case, we show that: if one ofhe three
behaviors stabilizes the other two behaviors, thea set of these
three behaviors are simultaneously stabilizable. Meover, a
representation for simultaneous stabilizer in thiscase is also
presented under this assumption.

12.00 - 12.30

Deterministic Identification of Lossless and Dissipative
Systems
Paolo Rapisarda, Harry Trentelman

Abstract-We illustrate procedures to identify a state-
space representation of a passive or bounded-reatstem from
noisefree measurements. The basic idea underlying mu
algorithms is to obtain a state sequence from a r&nrevealing
factorization of a Gramian-like matrix constructed from the
data. The computation of state-space equations ishén
performed solving a system of linear equations, siharly to
what happens in classical deterministic subspaceadtification
methods.

12.30 - 13.00

Passive Behaviors and their Passive State/Signal
Realizations in Continuous Time
Damir Z. Arov, Mikael Kurula, Olof J. Staffans

d Abstract— In this talk we discuss passive and conserva-

tive state/signal systems in continuous time. Such systems
can be used to model, e.g., a passive linear electrical
circuit containing lumped and/or distributed resistances,
capacitors, inductors, and wave guides, etc. Most of
the standard partial differential equations appearing in
physics on can be written in state/signal form.

A passive state/signal system ¥ = (V; X', W) consists
of three components: 1) an internal Hilbert state space
X, 2) a Krein signal space VV through which the system
interacts with the external world, and 3) a generating
subspace V of the product space X' x X x W. The gen-
erating subspace is required to be maximal nonnegative
with respect to a certain power inner product and to
satisfy an extra non-degeneracy condition.

Sigma-Delta Modulators
(Invited Session)

Room 4

organizer: Paolo Rapisarda
Chair: Paolo Rapisarda

10.30 - 11.00

Incremental Data Converters
Gabor C. Temes, Yan Wang, Wenhuan Yu, Janos Markus

AbstractIncremental data converters (IDCs) are high-
accuracy oversampled analog-to-digital converters ADCS).
They form a special subclass of the commonly usedl@desigma
ADCs. Unlike the latter, IDCs are only operated inermittently,
typically for afew hundred clock periods, and hene they
possess only a finite memory. They offer advantages high
accuracy, stability, absence of idle tones, low p@w dissipation,
and ease of multiplexing. Hence, they are often u$eén sensor
and MEMS interfaces.

In this paper, some recent results on the theory ahdesign
of IDCs are discussed, and illustrated with the desiption of
a recently implemented data converter.
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11.00 - 11.30

A Constraint in Single-Feedback Sigma Delta Force-
Feedback Loops with a Discrete-Time Loop Filter
Pieter Rombouts, Johan Raman, Ludo Weyten

AbstractIn this tutorial paper we review Sigma Delta force
feedback for the read-out of Micro-Electro-
Mechanical (MEMS) inertial sensors with a discretetime loop
filter. First we focus on the single feedback struare (with only
mechanical feedback). It is shown that in this sitation the
mechanical transfer function introduces a zero in e overall
loop gain. This gives rise to a constraint in theealizable NTF.
In theory this can be overcome by adding a pole tdhe
controller. An alternative solution is to add an exra electrical
feedback branch. The latter solution is consideredmore
beneficial in terms of power consumption and chip iea.

11.30 - 12.00

Quantization Noise Conditioning Techniques for Digital
Delta-Sigma Modulators
Sudhakar Pamarti

Abstract-This paper presents an overview Of
outstanding theoretical problems in delta-sigma modlator
based electronic digital-to-analog circuits and ouines
guantization noise conditioning techniques that are being
employed to address these problems. Both the proloies and
the conditioning techniques are described in the cext of a
special class of electronic circuits called frequey
synthesizers.

12.00 - 12.30

Dynamics-Level Design for Discrete- and Continuous-Time
Band-Pass Sigma-Delta-Modulators for Micro-Machined
Accelerometers

Jian Luo, Paolo Rapisarda, Michael Kraft

Abstract— High-performance micro-electro-mechanical sys-
tems (MEMS) sensors can be implemented by incorporating
a micro-machined capacitive sensing element in a Sigma-Delta-
Modulators (XAM) force-feedback loop, forming an electro-
mechanical XAM (EM — YAM). We propose a transfer-
function based design methodology to realize discrete- and
continuous-time low-pass electro-mechanical YAM systems.
The design is performed at the level of the integrated system
consisting of the electro-mechanical sensor and of the electronic
circuit; we call this the dynamics-level. We also illustrate
a technique to perform the conversion of the discrete-time
design to a continuous-time one. The approach is demonstrated
through an electro-mechanical XA M design example for a bulk
micro-machined, capacitive accelerometer.

Noncommutative Rational Functions and
Noncommutative Convexity - 1
(Mini-Course)

Room 6

Organizers: William J. Helton, Dmitry S. Kaliuzhnyi-
Verbovetskyi, Igor Klep, Victor Vinnikov

10.30 - 12.30

Noncommutative Rational Functions and Noncommutative
Convexity

William J. Helton, Dmitry S. Kaliuzhnyi-Verbovetskyi, Igor
Klep, Victor Vinnikov

AbstractOne of the biggest recent revolutions in
optimization, called  semidefinite = programming, is a
methodology for solving Linear Matrix Inequalities (LMIs)
proposed in 1994 by Nesterov and Nemirovski. As iturns out,
most optimization problems appearing in systems andontrol
are dimensionindependent. Namely, the natural variales are

problem involves rational expressions in these mait variables
which have therefore the same form independent ohe matrix
sizes. Hence the study of LMIs in systems and contrieads not
so much to classical convex analysis and positivjtput rather
to the newly emerging areas of (free) noncommutates
convexity and noncommutative positivity, with the mlynomials
and rational functions in commuting variables replaed by
noncommutative polynomials and noncommutative ratioal
functions. The purpose of this minicourse is to prade an
introduction to noncommutative rational functions and their
realization theory on one hand, andto noncommutatie
positivity and noncommutative convexity, including
noncommutative LMIs, on the other.

Multi-Agent Systems
(Regular Session)

Room 7

matrices (rather than just collections of scalars)and the

Chair: Magnus Egerstedt

10.30 - 11.00

Sustainable Group Sizes for Multi-Agent Search-and-Patrol
Teams
Musad Haque, Magnus Egerstedt, Clyde F. Martin

Abstract-We identify sustainable sizes for a multi-
agent system that consists of two classes of agemse class
is responsible for searching an area; the other for
providing perimeter security for that area. In this context,
sustainability means the ability of the system to@omplish the
task while balancing shared resources. Bio-inspiredules based
on the pride structures of African lions are develped to
determine the sustainability of a group size.

11.00 - 11.30

Dynamic Spectral Clustering
Amy LaViers, Amir Rahmani, Magnus Egerstedt

Abstract-Clustering is a powerful tool for data
classification; however, its application has beeninhited to
analysis of static snapshots of data which may barte-evolving.
This work presents a clustering algorithm that emplgs a fixed
time interval and a time-aggregated similarity measre to
determine classification. The fixed time interval ad a
weighting parameter are tuned to the system’s dynaros;
otherwise the algorithm proceeds automatically finthg the
optimal cluster number and appropriate clusters ateach time
point in the dataset. The viability and contribution of the
method is shown through simulation.

11.30 - 12.00

Bounds and Approximations on the Reliability of Large
Networks
Tamas Szantai, Jozsef Bukszar, Edith Kovacs

Abstract-We present methods for calculating bounds
and approximations on the reliability of large networks. We
regard the most reliable few paths leading from thestart node
to the terminal node of the network and then calcwte lower
and upper bounds on the probability that at least ne of these
paths is permeable. For this purpose we will use ¢so called
multitree upper and hypermultitree lower bounds on the
probability of union of events, developed earlier § J. Bukszar.
Chow- Liu's dependence tree approximation of multivaiate
discrete probability distributions was generalizedearlier by T.
Szantaiand E. Kovacs to higher order dependence iee
approximations, called k-th order t-cherry junction tree
approximations. We will show how the Chow-Liu’s depadence
tree and the more general t-cherry junction tree gaph
structures can be used for bounding and approximatig the
network reliability. Some possible applications andnumerical
results will also be presented.
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12.00 - 12.30

On the Geometry and Deformation of Switching Manifolds
for Autonomous Hybrid Systems
Farzin Taringoo, Peter E. Caines

Abstract-This paper provides a geometrical analysis
of autonomous hybrid optimal control systems (HOCS)by
studying the properties of switching manifolds in Eiclidean
space and their associated optimal hybrid trajectdes.
Motivational examples are to be found in the speedependent
operation of automatic gear shift systems of heavirucks [1].
In this paper the mathematical formulation of a hylrid system
is presented and then the Hybrid Maximum Principle (HMP)
necessary conditions for the optimality of a hybrid system
trajectory are given, (see [6],[7]). Second order mimality
conditions are given in terms of the Hessian matrixf the value
function and geometrical data involving the curvatwe of the
switching manifold at its intersection with an optmal
trajectory. At the end, the energy of a switching ranifold
deformation mappingis defined and the hybrid cost
optimization is performed with respect to such defomation
mappings.

Recent Developments in Multidimensional
Systems, Control and Signals - Theory and
Applications - 2
(Invited Session)

Room 8

Organizer: Krzysztof Gatkowski
Chair: Krzysztof Gatkowski

10.30 - 11.00

Existence of Optimal Solutions of Two-Directionally
Continuous Repetitive Process under Convexity Assumption
Marek Majewski

Abstract-In the paper a sufficient condition for the
existence of optimal solution to the optimal contrb problem
governed by two-directionally continuous repetitive process
and the integral cost functional is given. In the rain theorem
the crucial assumption is the convexity of the soafled
generalized velocities set. The proof of the mainhéorem is
based on the lower closure theorem.

11.00 - 11.30

Distributed Stabilization of Spatially Invariant Systems:
Positive Polynomial Approach
Petr Augusta, Zdenék Hurak

Abstract-The paper gives a computationally feasiblg
characterisation of ~ spatially  distributed  discretetime
controllers stabilising a spatially invariant systen. This gives a
building block for convex optimisation based contrbdesign for
these systems. Mathematically, such systems are deised by
partial differential equations with coefficients independent on
time and location. In this paper, a situation withone spatial
and one temporal variable is considered. Models ofuch
systems can take a form of a 2-D transfer functionStabilising
distributed feedback controllers are then parametrsed as a
solution to the Diophantine equation ax + by = c foa given
stable bivariate polynomial c¢. This paper brings a
computational characterisation of all such stable D
polynomials exploiting the relationship between atability of a
2-D polynomial and positiveness of a related polymoial matrix
on the unit circle. Such matrices are usually biliear in the
coefficients of the original polynomials. It is shan that a
factorisation of the Schur-Cohn matrix enables linarisation of
the problem, at least in a special instance of fitorder systems.
Then the computational framework of linear matrix
inequalities and semidefinite programming can be e to

describe the stability regions in the parameter spz using a
convex constraint.

11.30 - 12.00
An Output Control of a Class of Discrete Second-order

Repetitive Processes
Pawel Dabkowski, Krzysztof Gatkowski, Biswa Datta

Abstract-This paper presents new computationally
efficient LMI results on stability and feedback stallization for
a class of ill-conditioned discrete, linear secondrder repetitive
processes, including the uncertain case. The ressilare derived
via transformation of the second-order system to an
equivalent first-order descriptor system, thus avaling the
necessity of inversion of an ill-conditioned leadig coefficient
matrix of the system, which is allowed also to bencertain.
This last feature, as frequently occurs, is of a get significance
but the known approaches do not provide the easy wéao solve
this problem.

12.00 - 12.30

Approximation of ND Systems with Multiple Dependent
Variables

Femke van Belzen, Siep Weiland

Abstract-Multi-variable distributed systems describe
the evolution of multiple dependent variables overa domain
of independent variables. This paper considers model
reduction for this type of systems. The method of Fper
Orthogonal Decompositions (POD) is adapted using noepts
from tensors and tensor decompositions. The resuls ia model
reduction framework that is applicable to systems ith an
arbitrary number of dependent and independent varidles.

Stability and Switching
(Regular Session)

Room 9

Chair: Vahid S. Bokharaie

10.30 - 11.00
On the D-Stability of Linear and Nonlinear Positive Switched

Systems
Vahid S. Bokharaie, Oliver Mason, Fabian Wirth

Abstract-We present a number of results on D-stability of
positive switched systems. Different classes of d&ar
and nonlinear positive switched systems are considsl and
simple conditions for D-stability of each class arpresented.

11.00 - 11.30
On the Stabilizability of Discrete-Time Positive Switched

Systems
Ettore Fornasini, Maria Elena Valcher

Abstract-In this paper we consider the class of
discretetime systems switching between an arbitrarmumber p
of autonomous positive subsystems. Necessary andffisient
conditions for the existence of (either linear or gadratic)
copositive Lyapunov functions, whose values can beckteased
in every positive state, by suitably choosing one fop
subsystems, are obtained. When these conditions affilled,
state-dependent switching strategies, which prove ot be
stabilizing, can be adopted. Finally, the performanes of these
Lyapunov based strategies are compared.

11.30 - 12.00
Stability Criteria for Planar Linear Systems with State Reset
Svetlana Polenkova, Jan Willem Polderman, Rom Langerak

AbstractIn this work we perform a stability analysis for
aclass of switched linear systems, modeled as hidr



List of Abstracts

automata. We deal with a switched linear planar syem,

modeled by a hybrid automaton with one discrete sta. We
assume the guard on the transition is a line in thetate space
and the reset map is a linear projection onto the -axis. We
define necessary and sufficient conditions for stality of the

switched linear system with fixed and arbitrary dyramics in
the location.

12.00 - 12.30

On the Preservation of Co-Positive Lyapunov Functions
under Padé Discretization for Positive Systems

Annalisa Zappavigna, Patrizio Colaneri, Stephen Kirkland,
Robert Shorten

AbstractIn this paper the discretization of switched
and non-switched linear positive systems
approximations is considered. We show:

1) diagonal Padé approximations preserve both linea
and quadratic co-positive Lyapunov functions;

2) positivity need not be preserved even for arbitrily
small sampling time for certain Padé
approximations. Sufficient  conditions on  the Padé
approximations are given to preserve positivity othe discrete-
time system. Finally, some examples are given tdustrate the
efficacy of our results.

Algebraic Structures - 1
(Regular Session)

Room 10

Chair: Néstor Thome

10.30 - 11.00

Nonnegativity of Descriptor Systems of Index 1
Alicia Herrero, Francisco J. Ramirez, Néstor Thome

Abstract—In [S.K. Jain, J. Tynan, Nonnegative matrices A
with AA* > O. Linear Algebra & Appl. 379, 2004], the authors
gave a characterization of nonnegative matrices A such that
AA? is a nonnegative matrix, where A¥ denotes the group
inverse of the square matrix A. The product AA? will be
called the group-projector of the matrix A. Later, a slightly
simplified characterization of the above result was presented
in [A. Herrero, F. J. Ramirez, and N. Thome, Characterization
of matrices with nonnegative group-projector. Lecture Notes in
Control and Information Sciences 389, 2009]. In this paper, we
present an application of the group-projectors to obtain the
nonnegativity of control descriptor systems of index 1. This
work improves some previous results in the literature in the
sense that the nonnegativity of the coefficient matrix of the
descriptor system is removed. So, we can apply this result to a
wider class of systems in order to study its nonnegativity.

11.00 - 11.30

Approximation of Non-Negative Integer-Valued Matrices
with Application to Hungarian Mortality Data

Marton Ispany, Gydrgy Michaletzky, Jené Reiczigel, Gabor
Tusnédy, Paula Tusnady, Katalin Varga

Abstract-Singular valued decomposition (SVD) is 4
commonly applied technique for dimensionality redution.
SVD implicitely minimizes an unweighted sum of squas
which may be inappropriate in several practical apfications.
This paper gives generalizations of SVD to other Issfunctions,
e.g., weighted Frobenius distance and logistic Igsshat are
better suited to the data. We describe algorithms of
minimizing these loss functions, and give an appktion to
Hungarian mortality data.

using Padé

11.30 - 12.00
Explicit Parameterization of All Solutions of Linear Periodic

Systems with Real-Valued Coefficients
Ichiro Jikuya, Ichijo Hodaka

Abstract-An extension is introduced to the recently
introduced representation for linear periodic systens with
realvalued coefficients. In order to parameterize B state
transition matrices, a state transition matrix is factored as a
multiplication of a T-periodic real-valued factor and two real-
valued matrix exponential functions. By solving the matrix
equations which give an implicit parameterization,we study
the block structure of those factors and propose arexplicit
parameterization. We also study the corresponding Ibck
structure in the coefficient matrices of the system

12.00 - 12.30

Factorizations for Some Classes of Matrices Related to
Positivity
Juan M. Pefa

Abstract-We descrtibe factorizations for some classes
of matrices related to positivity and important in
applications. The classes of matrices considered Inde
nonsingular Mmatrices (matrices with nonpositive of-diagonal
entries with positive inverse) and totally nonnegate matrices
(matrices with all minors nonnegative). The considexd
factorizations include rank revealing factorizatiors, LDU-
factorization, = QRfactorization and ~ symmetric-triangular
factorization.  Applications of these factorizations are
presented.

Stability and Dissipativity
(Regular Session)
Room 11

Chair: Masaki Ogura

10.30 - 11.00

Dissipativity of Pseudorational Behaviors
Masaki Ogura, Yutaka Yamamoto

Abstract-This paper studies dissipativity for a class
of infinite-dimensional systems, called pseudorati@l, in the
behavioral context. First a basic equivalence contibn for
average nonnegativity of quadratic differential foms induced
by distributions is established as a generalizationof the
finitedimensional counterpart. For its proof, we deive a
new necessary and sufficient condition for entireunctions of
exponential type (in the Paley-Wiener class) to be
symmetrically factorizable. Utilizing these results we then
study dissipativity of pseudorational behaviors. Anexample is
given to illustrate results.

11.00 - 11.30

Cyclodissipativity and Power Factor Improvement for Full
Nonlinear Loads

Dunstano del Puerto-Flores, Romeo Ortega, Jacquelien M.A.
Scherpen

Abstract-In  recent research, a cyclodissipativity
characterization of the problem of power factor corpensation
(PFC) for nonlinear loads with non-sinusoidal soure voltage
has been presented. Using this characterization thelassical
capacitor and inductor compensators can be interpred in
terms of energy equalization. This brief note focuseon the
extension of this approach. In particular, one reslt is to show
that power factor compensation is equivalent to a ew
cyclodissipativity condition. Another result is to consider
general lossless linear filters as compensators anad show that
the power factoris improved if and only if a certan
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equalization condition between the weighted powersof
inductors and capacitors of the nonlinear load ismsured.

11.30 - 12.00

On Copositive Lyapunov Functions for a Class of Monotone
Systems
Bjérn S. Rliffer, Christopher M. Kellett, Peter M. Dower

Abstract-This paper considers several explicit formulas
for the construction of copositive Lyapunov functiors for
global asymptotic stability with respect to monotoe systems
evolving in either discrete or continuous time. Sut monotone
systems arise as comparison systems in the study
interconnected large-scale nominal systems. A copidge
Lyapunov function for such a comparison system canhen
serve as a prototype Lyapunov functions for the nomial
system. We discuss several constructions from thigerature in
a unified framework and provide sufficiency criteria for the
existence of such constructions.

12.00 - 12.30

Stability of Fluid Network Models and Lyapunov Functions
Michael Schénlein, Fabian Wirth

Abstract-We consider the class of closed gener
fluid networks (GFN) models. This class contains foexample
fluid networks under general work-conserving and piority
disciplines. Within this abstract framework a Lyapunov
method for stability of GFN models was proposed byre and
Chen. They proved that stability of a GFN model is guivalent
to the property that for every path of the model aLyapunov
like function is decaying. In this paper we constrat state-
dependent Lyapunov functions in contrast to pathwise
functionals. We first show by counterexamples thatlosed GFN
models do not provide sufficient information that dlow for a
converse Lyapunov theorem with state-dependent Lyapuv
functions. To resolve this problem we introduce theclass of
strict closed GFN models by forcing the closed GFNhodel to
satisfy a concatenation and a perfectness conditiand define a
statedependent Lyapunov function. We show that forhte class
of strict closed GFN models a converse Lyapunov thesm
holds. Finally, it is shown that common fluid netwok models,
like general work-conserving and priority fluid network
models as well as certain linear Skorokhod problemslefine

strict closed GFN models.

Mechanical Systems
(Regular Session)

Room 12

Chair: Yoshiro Fukui

10.30 - 11.00
Real-Time Obstacle Avoidance of a Two-Wheeled Mobile

Robot via the Minimum Projection Method
Yoshiro Fukui, Hisakazu Nakamura, Hirokazu Nishitani

Abstract-This paper considers real-time obstaclg
avoidance control of a two-wheeled nonholonomic mde
robot. In this paper, we propose a discontinuous gmptotic
stabilizing state feedback control law for a realitme obstacle
avoidance problem via the minimum projection method The
method guarantees asymptotic stability and reducesthe
computational cost. The effectiveness of the proped method is
comfirmed by experiments.

[=]

(3]

11.00 - 11.30

Dynamics and Control of 2D SpiderCrane: a RHC Approach
Atul K. Kamath, Faruk Kazi, Navdeep M. Singh

Abstractn this paper we present modeling and control of
a multicable suspended mechanism called the 2D Syair-
Crane’. A spidercrane does not have any conventiah
heavy components and makes use of cables by virtoé which
high transfer speeds are achievable. The initial pa of the
paper addresses the modeling of the mechanism, wieetthe
cable and pulley dynamics are separated, and the plaad is
iewed asa pendulum suspended from a cable whose
suspension pointlies on a mass that moves in a two
dimensional space. Using the Receding Horizon Comtr (RHC)
strategy a trajectory tracking controller is proposed.
Simulations were carried out in MATLAB.

11.30 - 12.00

Sampled-Data Cross-Track Control for Underactuated Ships
Hitoshi Katayama

Abstract-The sampled-data cross-track control problem
foran underactuated three degree-of-freedom ship si
considered. A line-of-sight guidance algorithm is sed to design
surge and yaw control laws which make a ship tracla desired
straightline reference trajectory while maintaining a desired
nonzero constant forward speed. Then applying the miinear
sampleddata control theory and the stability theory of
parametrized discrete-time cascade interconnectedystems, it
is shown that sampled-data cross-track is achievety the
designed control laws. Simulation results are als@iven to
illustrate the design method.

12.00 - 12.30

Intelligent Multiple AUV Path Planning
P.B. Sujit, Jodo de Sousa, Bernardo Maciel

Abstract-One of the primary requirements of autonomous
underwater vehicle (AUV) navigation is obstacle avdance
capability. Currently, AUVs have obstacle avoidance
capability, however, they do not have intelligencéo decide if
narrow passages are safe for navigation or not. Th&UVs
update their location using inertial navigation mehod
continuously which accumulates error with time. Inorder take
the position deviation of the vehicle into accountve use reach
sets that defines safe region for the AUV. Determing reach
set for a given time horizon is computationally ingnsive,
therefore we use ellipsoidal toolbox that can prode
approximate reach set for a given computational tira interval.
In this paper, we develop an intelligent path planar for
autonomous underwater vehicles navigating in a rougterrain
with limited sensing and communication capability 8ing reach
sets based on ellipsoidal toolbox. Later, we descebhow the
information can be shared between vehicles using omb-
modems to accurately map the region and cooperatilyeassign
those regions that are not covered. We present siation
results to show how the regions can be cooperatiyeéxplored
and also study effect of sensing range, communicati range
and number of vehicles through Monte-Carlo simulatbns.
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Moment Problems, Maximum Entropy, and
Covariance Extension
(Invited Session)

Room 13

Organizer: Giorgio Picci
Chair: Giorgio Picci

10.30 - 11.00

A Maximum Entropy Approach to the Covariance Extension
Problem for Reciprocal Processes

Francesca Carli, Augusto Ferrante, Michele Pavon, Giorgio
Picci

Abstract-This paper addresses the problem of completing
partially specified symmetric matrix, where the speified
entries lie on a single band centered on the mainiajonal, in
such a way that the completed matrix is positive dimite,
blockcirculant and with a banded inverse. This partcular
completion has the meaning of the covariance matrbof a
reciprocal process stationary on the discrete cirel Zy. This

problem, called the block-circulant band extensionproblem,
arises in the context of maximum likelihood identifcation for
such processes. This paper shows that thxock-circulant band
extension problentan in fact be solved as a maximum entropy
problem. Indeed, the constraint that the inverse béanded can
be removed with a considerable theoretical and comypational
simplification, asthe maximum entropy block-circublnt
extension can be shownto always enjoy this propert
Conditions for the feasibility of the problem are dso provided.

11.00 - 11.30

On the Factorization Approach to Band Extension of Block-
Circulant Matrices
Francesca Carli, Giorgio Picci

Abstract— The following problem occurs in modeling and
estimation of stationary processes defined on a finite interval
[1, N] of the integer line: complete a given finite sequence
Yo, ..., 2n; n < N, of covariance matrices to form a symmetric
block-Toeplitz matrix which has a banded symmetric block-
circulant inverse of bandwidth n. This is a matrix band
extension problem which does not seem to have been considered
before. It looks apparently alike the classical block-Toplitz band
extension problem for covariance matrices on Z. We show that it
cannot be approached by the standard factorization techniques
used in the literature to do band extension for Toeplitz matrices.

11.30 - 12.00

Graphical Models of Autoregressive Moving-Average
Processes
Enrico Avventi, Anders Lindquist, Bo Wahlberg

Abstract-Consider a Gaussian stationary stochasti
vector process with the property that designated pes of
components are conditionally independent given theest of the
components. Such processes can be represented orgraph
where the components are nodes and the lack of anteecting
link between two nodes signifies conditional indepelence.
This leads to a sparsity pattern in the inverse ofhie matrix-
valued spectral density. Such graphical models fing
applications in speech, bioinformatics, image proasing,
econometrics and many other fields, where the probm to fit
an autoregressive (AR) model to such a process hdmen
considered. In this paper we take this problem onestep
further, namely to fit an autoregressive moving-aveage
(ARMA) model to the same data. We develop a theoiiegl
framework which also spreads further light on prevbus
approaches and results.

21

12.00 - 12.30

On the Maximum Entropy Completion of Circulant
Covariance Matrices
Francesca Carli, Tryphon T. Georgiou

Abstract-This paper deals with the positive-definite
completion of partially specified (block-) circulart covariance
matrices. In the absence of any constraint other #m positivity,
the maximal-determinant completion of a partially pecified
covariance matrix (i.e., the so-called maximum entpy
completion) was shown by Dempster to have an inverswith
zero-values at all locations where the original matx was
unspecified—this will be referred to as the Dempsteproperty.
In earlier work, Carli etal. [2] showed that even wnder the
constraint of a covariance being block-circulant, a long as the
unspecified elements arein a single band, the mamwum
entropy completion has the Dempster property. The pgose of
the present paper is to prove that circulant, blockcirculant, or
Hermitian constraints do not interfere with the Denpster
property of the maximum entropy completion. l.e., egardless
of which elements are specified, the completion hashe
Dempster property. This fact is a direct consequerg of the
invariance of the determinant to the group of trangormations
that leave circulant, block-circulant, or Hermitian matrices
invariant. A description of the set of all positiveextensions is

discussed and connections between this setand
factorization of certain polynomials in many
variables, facilitated by the circulant structure, is highlighted.
Codes and Rings
(Invited Session)
Room 14

Organizers: Joachim Rosenthal, Marcus Greferath
Chair: Marcus Greferath
10.30 - 11.00
On the Parameters of Two-Weight Codes over Rings
Alfred Wassermann

Abstract-Linear codes over rings are interesting

because there are examples which can correct morg@s than
comparable linear codes over finite fields. Here, /look on the
special case of linear codes attaining exactly twomonzero
weights and give an exhaustive list on the weightsf such
codes.

11.00 - 11.30

Predictable Degree Property and Row Reducedness for a
System over a Semi Simple Ring
Mohammed El Oued, Patrick Solé

Abstract— We study a linear discrete time dynami-
cal system B on the finite ring 7Z,,. A kernel represen-
tation theorem is derived. In the case of n = pi' ...p;"»
we introduce the notions of (pi,...,pm)—property for
the predicted degree and of (pi,...,px)—regularity.

11.30 - 12.00

A New Series of Z4-Linear Codes of High Minimum Lee
Distance Derived from the Kerdock Codes
Michael Kiermaier, Johannes Zwanzger

Abstract— A new series of Z,-linear codes of high mini-
mum Lee distance is given. It is derived from the Z,-linear
representation of the Kerdock codes. The Gray image of the
smallest of these codes is a nonlinear binary (114, 2%, 56)-code,
and in the second smallest case the Gray image is a nonlinear
binary (1988, 2'%, 992)-code. Both codes have at least twice as
many codewords as any linear binary code of equal length and
minimum distance.

the
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12.00 - 12.30

Constructions of Two-Weight Codes over Finite Rings
Eimear Byrne, Alison Sneyd

Delsarte ([6], [7]) showed that a projective code over
GF(q) with two non-zero Hamming weights yields a
strongly regular graph. In [1] this result was extended to
the case of a regular, projective code with two non-zero
homogeneous weights over a finite Frobenius ring. Some
constructions of two-weight codes over GF'(g) arise from
taking unions of subspaces of GF(q)" (c.f. [4]). Here we
describe some families of two-weight codes found using
unions of submodules of R%, where R is a finite Frobenius
ring. Although the resulting codes are neither regular nor
projective, they determine strongly regular graphs that are
isomorphic to graphs from orthogonal arrays. We also show
that the elements of certain rings give rise to strongly regular
graphs.

Max-Plus, Tropical and Idempotent Methods in
Control - 1
(Invited Session)

Room 15

organizers: John S. Baras, William M. McEneaney
Chair: John S. Baras

10.30 - 11.00

Routing in Equilibrium
Jodo Luis Sobrinho, Timothy G. Griffin

Abstract=Some path problems cannot be modele
using semirings because the associated algebraicusture is
not distributive. Rather than attempting to compute globally
optimal paths with such structures, it may be suffiient in some
cases to find locally optimal paths-paths that repgsent a
stable local equilibrium. For example, this is thetype of
routing system that has evolved to connect InterneBervice
Providers (ISPs) where link weights implement bilagral
commercial relationships between them. Previous wér has
shown that routing equilibria can be computed for sme non-
distributive algebras using algorithms in the Bellnan-Ford
family. However, no polynomial time bound was knownfor
such algorithms. In this paper, we show that routig equilibria
can be computed using Dijkstra’s algorithm for oneclass of
non-distributive structures. This provides the firg polynomial
time algorithm for computing locally optimal solutions to path
problems. We discuss possible applications to Inteet routing.

11.00 - 11.30

Stochastic Perturbations of Deterministic Optimization
Problems with Applications to a Spin Control Problem
(Control of a Two-Level Atom)

Vassili N. Kolokoltsov

The main characteristics of a long-time optimal process
are determined by the solutions (A.h) (where A is a
number and h a function on the state space) of the equa-
tion Bh = A + h, where B is the Bellman operator of the
optimization problem. Namely, A is the mean income
per step of the process, whereas h specifies stationary
optimal straregies or even turnpike control modes. For
deterministic control problems, in which B is linear in
the sense of the operations & = min or & = max and
& = 4, this equation is the idempotent analog of an
eigenvector equation in standard linear algebra. Lots

of papers are devored top its study, see e.g. [6], [7]
and references therein. In the case of stochastic control,
the Bellman operator is no longer linear in the idempo-
tent semimodule in general. However, as we are going
to show, developing the results from the author’s paper
[1] (see also [3] and [4], if the influence of stochastic
facrors is small, it can be considered as nearly linear
and perturbation theory can be developed. This kind of
small stochasticity arises in some models of control over
quantum systems that are presently subject ro intensive
research. The study of this example uses the quantum
stochastic filtering theory, see [5].

11.30 - 12.00

Asymptotic Values of Zero Sum Repeated Games: Evolution
Equations in Discrete and Continuous Time
Guillaume Vigeral

Abstract— We consider some discrete and continuous dynam-
ics in a Banach space involving a non expansive operator .J
and a corresponding family of strictly contracting operators
P(N, ) == AJ(32z) for A €]0,1]. Our motivation comes
from the study of two-player zero-sum repeated games, where
the value of the n-stage game (resp. the value of the A-
discounted game) satisfies the relation v, — @(%, Un—1) (resp.
vy = ®(\,vx)) where J is the Shapley operator of the game.
We study the evolution equation ' (t) = J(u(t)) — u(t) as well
as associated Eulerian schemes, establishing a new exponential
formula and a Kobayashi-like inequality for such trajectories.
We prove that the solution of the non-autonomous evolution
equation v’ (1) = ®(A(¢),u(t)) — u(¢) has the same asymptotic
behavior (even when it diverges) as the sequence v, (resp. as
the family vy) when A(¢) = 1/t (resp. when A(t) converges
slowly enough to 0).

12.00 - 12.30

Local Pruning for Information Dissemination in Dynamic
Networks for Solving the Idempotent Semiring Algebraic
Path Problem

Kiran K. Somasundaram, John S. Baras

Abstract-We present a method, inspired from routing
in dynamic data networks, to solve the Semiring Algbraic
Path Problem (SAPP) for dynamic graphs. The methodan be
used in dynamic networks such as Mobile Ad Hoc Netwrks,
where the network link states are highly dynamic. The
algorithm makes use of broadcasting as primary meamnism to
recompute the SAPP solution. The solution suffers ém
broadcast storm problems, and we propose a seleativ
broadcasting mechanism that reduces the broadcastosm. We
call this method local pruning and prove its corretness.

Semiplenary Lecture
Room 1

Chair: LaszI6 Gerencsér

14.00 - 15.00

Variable Robustness Control: Principles and Algorithms
Marco C. Campi, Simone Garatti

Abstract-Robust control is grounded on the idea that
a design should be guaranteed against all possibbecurrences
of the uncertain elements in the problem. When this
philosophy is applied to securing a desired perforance, it
often leads to conservative, low performing, designbecause
emphasis is all placed on the worst-case situatio@n the other
hand, in many applications a 100%guarantee is not necessary,
and it may be convenient to opt for a small comproise in the
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guarantee level, say 99%, in favor of a (possiblyignificant)
improvement in the performance. While the above resoning
sets a sensible principle, to date the real stumbig-block to its
practical useis the lack of computationally-tractdle
algorithmic methods to trade guarantees for perfornance. This
paper aims to open new directions to address thiggblem, and

we show that thisresult can be achieved through
randomization.
Semiplenary Lecture

Room 14

Chair: Lars Griine

14.00 - 15.00

Synthesis of Electrical and Mechanical Networks
Malcolm C. Smith

Abstract-The synthesis of electrical networks whosg¢
driving-point immittance is some prescribed positie-real
function has given rise to a rich classical theoryncluding the
celebrated results of Brune, Darlington, Bott and Dffin etc.
After the 1970s, there was a decline in interest @uto the
increasing prevalence of active circuits. Despitehe relative
maturity of the field, some basic questions remairte
unanswered, e.g. on the most efficient realisationgor
transformerless synthesis. The latter question becoss
important again in the context of mechanical netwoks with the
introduction of the inerter as an ideal two-termind analogue of
the capacitor (in contrast to the mass element whic is
analogous only to the grounded capacitor). This t&l will
discuss the motivation for passive mechanical netwio
synthesis, survey some classical results of electricircuit
synthesis, and discuss recent progress on the coptef regular
positive-real functions and its application to trarsformerless
synthesis.

Semiplenary Lecture
Room 15

Chair: Uwe Helmke

14.00 - 15.00
Quantify the Unstable
Li Qiu

Abstract-The Mahler measure, a notion often appearing in
the number theory and dynamic system literature, povides a
way to quantify the instability in a linear discrete-time system.

Distributed Parameter Systems II: System
Theoretical Properties
(Invited Session)

Room 1

Organizers: Birgit Jacob, Michael A. Demetriou, Miroslav
Krstic, Kirsten Morris, Hans Zwart
Chair: Birgit Jacob

15.30 - 16.00

Non-Dissipative Boundary Feedback for Elastic Beams
Chris Guiver, Mark R. Opmeer

Abstract-We show that a non-dissipative feedback tha
has been shown in the literature to exponentiallytabilize an
Euler- Bernoulli beam makes a Rayleigh beam and
Timoshenko beam unstable.

a

16.00 - 16.30

Absolute Stability of a System with Distributed Delays
Modeling Cell Dynamics in Leukemia

Hitay Ozbay, Houda Benjelloun, Catherine Bonnet, Jean
Clairambault

Abstract-In this paper we consider a mathematical
model proposed recently by Adimy et al. (2008) fostudying
the cell dynamics in Acute Myelogenous Leukemia (AML)By
using the circle and Popov criteria, we derive absate stability
conditions for this nonlinear system with distributed delays.
Connections with the earlier results on stability © the
linearized model are also made. The results are iltrated with
a numerical example and simulations.

16.30 - 17.00

Admissibilty for Volterra Systems with Scalar Kernels
Bernhard H. Haak, Birgit Jacob

Abstract-Volterra observations systems with scalar
kernels are studied. New sufficient conditions foadmissibility
of observation operators are developed.

17.00 - 17.30

Multiscale Dynamics Optimal Control of Parabolic PDE with
Time Varying Spatial Domain (Crystal Growth Process)
James Ng, Ilyasse Aksikas, Stevan Dubljevic

Abstract-This paper considers the multi-scale optimal
control of the Czochralski crystal growth process. The
temperature distribution of the crystal is realizedby heat input
at the boundary and by the force applied to the mdwnical
subsystem drawing the crystal from a melt. A parablic partial
differential equation (PDE) model describing the terperature
distribution of the crystal is developed from firstprinciples
continuum mechanics to preserve the time-varying sial
domain dynamical features. The evolution of the tengrature
distribution is coupled to the pulling actuator finite-
dimensional subsystem with dynamics modelled as s&mnd
order ordinary differential equation (ODE) for rigid body
mechanics. The PDE timevarying spatial operator wittatural
boundary conditions is characterized as a Riesz-speal
operator in the L2(0; I(t)) functional space setting. The finite
and infinite-time horizon optimal control law for the infinite-
dimensional system is obtained as a solution to ainte-
dependent and time-invariant differential Riccati equation.

2. System Identification
(Regular Session)

Room 2

Chair: Ignat Domanov

15.30 - 16.00
Enhanced Line Search for Blind Channel Identification Based

on the Parafac Decomposition of Cumulant Tensors
Ignat Domanov, Lieven de Lathauwer

Abstract-In this paper we consider higher-order
cumulant based methods for the blind estimation ofx single-
input single-output finite impulse response systendriven by a
non- Gaussian signal. This problem can be interpretk as a
particular polynomial optimization problem. Using the link
between this problem and the parallel factor decompsition of
a third-order tensor we present a new representatio of the
cost function and give an explicit expression fort§ complex
gradient. Then we explore convergence/non convergenof the
single-step leastsquares algorithm and improve itypenhanced
line/plane search procedures.
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16.00 - 16.30

Quantification of Model Uncertainty for a State-Space
System

Wafa Farah, Guillaume Mercére, Thierry Poinot, Jan-Willem
van Wingerden

Abstract-In  this communication, the uncertainty
domain determination problem for multi-input multi- output
systems described with a linear time-invariant sta-space
representation is adressed. The developed methodhbased on a
two-step approach. The first step consists in estiating the
nominal model using a particular least-squares sulpmce
algorithm. Then, the uncertainty domains are desched by
using a bounded error approach. Simulations are usk to
highlight the performance of the method.

16.30 - 17.00

On Asymptotic Properties of MOESP-Type Closed-Loop
Subspace Model Identification
Hiroshi Oku

Abstract-Recently, MOESP-type closed-loop subspac
model identification (CL-MOESP) has been proposed by
the authors and its effectiveness has been demorated via
both numerical simulations and real-life systems, .g., a cart-
inverted pendulum system. However, asymptotic propées of
CLMOESP has not yet been studied. The purpose of thi
paper is to clarify the asymptotic properties of C-MOESP
from the viewpoint of Two-stage closed-loop identifiation.
Moreover, it is shown that CL-MOESP minimizes a trurcation
error due to a finite number of sampled data.

17.00 - 17.30

Regularized Parametric Models of Nonstationary Processes
Daniel Rudoy, Tryphon T. Georgiou

Abstractdn this article, we study two classes o
nonstationary processes respectively parameterizety time-
varying autoregressions and time-varying lattice fiers. The
processes considered are induced by solutions tateén convex
optimization problems with local or global constrants, and
are consistent with standard models of their statioary
counterparts. We show that an underlying nesting poperty
naturally leads to a family of hypothesis tests forstationarity
and provide a geometric interpretation of our resuls on the
manifold of allpole rational transfer functions.

17.30 - 18.00

Coupled Segmentation for Anatomical Structures by
Combining Shape and Relational Spatial Information
Ivan Kolesov, Vandana Mohan, Gregory Sharp, Allen R.
Tannenbaum

Abstract-We propose a sequential method to estimat
a shape prior using previously segmented structuresas
landmarks. It is founded on probabilistic principal
component analysis and probabilistic canonical coglation
analysis. We derive equations in order to utilize hese
techniques for prediction. At a given stage in a sgience of
segmentations, this approach predicts the most like shape of
the structure being segmented based solely on th
segmentations of completed structures. Hence, théape prior
is independent of the image information around thetarget.
This is applied to the problem of adaptive radiotheapy in
oncology. Structures of interest in the head and m& region
have insufficient image information and strictly image based
approaches fail. Such cases also present major prems for
methods that simultaneously perform segmentation ahfitting
of a shape model to image data. The strength of ounethod is
the flexibility that it provides to the user in determining what
image information to trust. We demonstrate our techique on a
dataset that is illustrative of real-world data for our
applications in volume and in variance.

Structural Properties of Realizations
(Regular Session)

Room 3

Chair: W. Steven Gray

15.30 - 16.00

On the Rationality of the Feedback Connection
W. Steven Gray

Abstract-This paper presents a variety of necessary
conditions and  sufficient conditions under which tle
feedback interconnection of two rational input-output systems,
that is, systems having bilinear state space readiions,
produces a closed-loop system which is also ratidna

16.00 - 16.30

On the Existence of Various Realizations
Jana Némcova, Jean-Baptiste Pomet

AbstractThe aim of this paper is to characterize
ethe existence of polynomial, rational and Nash re&ations
with respect to one another. The existence of readitions
within various classes of systems is the main topid realization
theory. In this paper it is shown that if there exsts a
polynomial realization of a response map then therexists also
its rational realization. To disprove the conversemplication we
provide an example of a response map which is reaéible by a
rational system but not by a polynomial system. Fuher, it is
shown that the existence of a rational realizationmplies the
existence of a Nash realization of the same respenmap. The
equivalence is proven for response maps defined @mecewise-
constant inputs the values of which are of a finitset. However,
the question whether the existence of a Nash readizon implies
the existence of a rational realization generallysi still open.
Additionally, we discuss the observability propertes of
polynomial, rational and Nash systems.

16.30 - 17.00
External Dynamical Equivalence of Time-Varying Nonlinear

Control Systems on Time Scales
Zbigniew Bartosiewicz, Ewa Pawtuszewicz

Abstract-Theory of systems on homogeneous time
scales unifies theories of continuous-time and diste-time
systems. The characterizations of external dynamical
equivalence known for continuous-time and discretéime
systems with outputs are extended to time-varyingystems on
time scales. The main result says that two nonlineacontrol
systems are externally weakly dynamically equivalenif and
only if their delta universes are properly isomorplic. The delta
operator associated to the given system on a timeade is a
generalization of the differential operator associted to a
continuous-time system and of the difference operat
associated to a discrete-time system.

17.00 - 17.30

Spaces of Nonlinear and Hybrid Systems Representable by
eRecognizable Formal Power Series
Mihaly Petreczky, Ralf Peeters

4%

Abstract-The paper presents the manifold structure of
the spaces of those nonlinear and hybrid system wdhi can
be encoded by rational formal power series. The Itr
class contains bilinear systems, linear multidimensnal
systems, linear switched and hybrid systems and jusamarkov
linear systems.
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New Mathematical Methods in Multidimensional
Systems Theory - 2
(Invited Session)

Room 4

Organizers: Alban Quadrat, Thomas Cluzeau
Chair: Thomas Cluzeau

15.30 - 16.00

Frobenius Method for Computing Power Series Solutions of
Linear Higher-Order Differential Systems
Moulay Barkatou, Thomas Cluzeau, Carole El Bacha

Abstract-Linear matrix differential systems appear in
many fields of mathematics and many applications in
mathematical physics and control theory. Computingpower
series solutions of such systems around singulags can help in
the understanding of the underlying problem.

The first goal of the present paper is to give a suey on the
classical Frobenius method for computing power segs
solutions of linear scalar differential equations.Then the first
contribution of the paper is to show how this Frobaius method
can be generalized to handle general linear highesrder
differential systems.The last part of the paper igledicated to
the study of higher-order matrix differential control systems
for which we show how to use such a technique to pute
power series solutions.

16.00 - 16.30

Controllability and Differential Flatness of Linear Analytic
Ordinary Differential Systems
Alban Quadrat, Daniel Robertz

Abstract-Based on an extension of Stafford’s classica
theorem in noncommutative algebra [24] obtained in[4],
the purpose of this paper is to show that even
controllable linear  ordinary  differential  system  with
convergent power series coefficients (i.e., germ§ @al analytic
functions) and at least two inputs is differentialy flat. This
result extends a result obtained in [20], [21] fotinear ordinary
differential systems with polynomial coefficientsWe show how
the algorithm developed in [21] for the computation of
injective parametrizations and bases of free diffegntial
modules with polynomial or rational function coefficients can
be used to compute injective parametrizations anddt outputs
for these classes of differentially flat systems. T algorithm
allows us to remove singularities which naturally ppear in the
computation of injective parametrizations and baseobtained
by means of Jacobson normal form computations.

16.30 - 17.00

Extendability of Multidimensional Linear Systems
Alban Quadrat

Abstract-Within the algebraic analysis approach
to multidimensional linear systems defined by lineasystems of
partial differential equations with constant coeffcients, the
purpose of this paper is to show how to us
different mathematical results developed in the lierature of
algebraic analysis to obtain new characterizationsof the
concepts of controllability, in the sense of Willem and Pillai-
Shankar, observability, flathess and autonomous syems
interms of the possibility to extend (smooth or
distribution) solutions of the multidimensional sysem and of
its formal adjoint. Each characterization is equivaént to a
moduletheoretic property that can be constructivelychecked
by means of the packages OreModules and QuillenSirsl

3%

17.00 - 17.30

Module Structure of Classical Multidimensional Systems
Appearing in Mathematical Physics
Thomas Cluzeau, Alban Quadrat

AbstractIn  this paper, within the constructive
algebraic analysis approach to linear systems, we tusly
classical linear systems of partial differential (B) equations in
two or three independent variables with constant
coefficients appearing in  mathematical physics and
engineering sciences such as the Stokes and Osegoagions
studied in hydrodynamics. We first provide a precie
algebraic description of the endomorphism ring of he left D-
module associated with a linear PD system. Then, wése it
to prove that the endomorphism ring of the Stokes rad
Oseen equations in Ris a cyclicD-module, which allows us to
conclude about the decomposition and factorizatioproperties
of these linear PD systems.

Noncommutative Rational Functions and
Noncommutative Convexity - 2
(Mini-Course)

Room 6

1

Organizers: William J. Helton, Dmitry S. Kaliuzhnyi-
Verbovetskyi, Igor Klep, Victor Vinnikov

15.30 - 17.30

Noncommutative Rational Functions and Noncommutative
Convexity

William J. Helton, Dmitry S. Kaliuzhnyi-Verbovetskyi, Igor
Klep, Victor Vinnikov

Networked Systems (Regular Session)
Room 7

Chair: Thomas E. Gorochowski

15.30 - 16.00

A Dynamical Approach to the Evolution of Complex
Networks

Thomas E. Gorochowski, Mario di Bernardo, Claire S.
Grierson

Abstract-In this work we take a dynamical approach to the
evolution of complex networks using simulated outpuof the
full  system dynamic to direct evolution of the
underlying network structure. Extending previous wak, we
study the problem of enhanced synchronisation and he
generality of Type 2 features which have been showa emerge
in regimes where full synchronisation is unstableNetworks are
evolved using a new computational tool called NetEvwhich
aims to minimise a dynamical order parameter perfomance
measure. This process is performed for networks witlseveral
alternative node dynamics, showing in all cases tha
qualitatively similar Type 2 topologies emerge. Anafsis of
these structures highlights variation in many of tke network
statistics and motif frequencies, but helps to claffy some key
characteristics exhibited by all Type 2 networks, rgardless of
node dynamic.

16.00 - 16.30

Betweenness Centrality Dynamics in Networks of Changing
Density

LaszIé Gulyas, Gabor Horvath, Tamas Cséri, Zalan
Szakolczy, George Kampis

Abstract-Dynamic  networks are recently in the
foreground of interest in various fields that dealwith complex
systems, such as sociology and biology (especiadlyology and
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systems biology and epidemiology). Betweenness aality of

nodes isa particularly valued concept as a tool fo
characterizing large networks by way of selected mes. In the
present study, we were interested in the effects ofarious
network changes on average betweenness (BW) cenitgalin

networks of changing densities. We applied two difrent
treatments in 100 trials on classic random networksnodels. In
treatment one, we created various instances of thetudied
network models with different densities. We used aksic
network model families such as Erds-Rényi (ER), Barabasi-
Albert (BA) models, among others, and compared theswith
empirical network data at various densities. In tratment two,
we studied the robustness of networks by simulatingandom
node failures and planned attacks according to twecenarios.

16.30 - 17.00
Motion Programs for Multi-Agent Control: From Specification

to Execution
Patrick Martin, Magnus Egerstedt

Abstract-This paper explores the process of turning
highlevel motion programs into executable control ade for
multiagent systems. Specifically, we use a modifietMotion
Description Language (MDL) for networked systems thatcan
specify motion programs for a collection of autonorus agents.
This MDL includes the network information dependencis
required for each agent to perform coordinated behgiors. We
discuss the design of this framework and the langugg theoretic
tools used to analyze the information dependenciespecified
by these multi-agent motion programs. Additionally, we
develop a supervisor system that monitors the behawr of the
agents on the network, and prevents the agents fromntering
into states where information dependencies are vialed. We
demonstrate our framework using a simulated multi-obot
system.

17.00 - 17.30

Minimal-time Uncertain Output Final Value of Unknown DT-
LTI Systems with Application to the Decentralised Network

Consensus Problem

Ye Yuan, Guy-Bart Stan, Ling Shi, Mauricio Barahona, Jorge
Gongalves

unknown  discrete-time  linear
timeinvariant (DTLTI) autonomous system, this paper
characterises the minimal number of steps necessaryo
compute the asymptotic final value of an output olerved with
uncertainty. We show that this minimal number of seps can
also be obtained directly from a graphical represetation of the
DTLTI systemusing Mason's rule. Moreover, we provide
heuristic algorithms to compute the final value ina minimal
amount of time with uncertain observations. The genal
structure of these algorithms is as follows. Step ne, by
introducing a one-step prediction error metric, wecharacterise
the minimal length of recursion for the outputs of the
considered DTLTI system. Step two, by constructing anew
data set “close” to the original uncertain output dcita set
satisfying certain conditions, we estimate the fidavalue of the
original output set by computing the final value asociated with
this new data set. Step three, we characterise thdifference
between the estimated final values obtained from flerent
estimated data sets. Furthermore, we also considesystems
with time-delays and investigate how the delays af€t the
minimal number of steps required to compute the fial value.
These results find applications in minimal-time netvark
consensus problems with minimal and uncertain (e.gnoisy)
information.

Abstract-For an

Observer Theory
(Invited Session)

Room 8

Organizer: Jochen Trumpf
Chair: Jochen Trumpf

15.30 - 16.00

Functional T-Observers
Ingrid Blumthaler

Abstract— Observer theory in the behavioral context has
been started by M. E. Valcher and J. C. Willems in 1999
and was recently exposed by P. Fuhrmann in a comprehensive
survey article. In our setting, we consider a (continuous or
discrete time) linear behavior B and assume that we have
access to the linear image P o w of a trajectory w € B. Our
goal is the construction of an input/output behavior Bus that
accepts P o w as input and outputs an estimation of another
linear image @ o w. We define resp. gencralize the terms 7-
observability and T-observer where T denotes a multiplicatively
closed set of non-zero operators. For different choices of T',
T-observability coincides with observability, reconstructibility,
trackability, or detectability, a T-observer is an exact, dead-
beat, tracking, or asymptotic observer. We characterize T'-
observability, show that it is equivalent to the existence of T'-
observers, and constructively parametrize all T-observers for
a given behavior B and linear maps P and . Corresponding
results for proper T-observers are also obtained.

Our framework includes as special case partial observation
of the state of a Kalman state space system (compare e.g.
Luenberger’s state observers or Fuhrmann’s work), as well
as observers of certain unknown components of a hehavior
as studied by Bisiacco, Valcher, and Willems. Also functional
observers in context with Rosenbrock equations or polynomial
matrix descriptions, compare Wolovich’s work from 1974, are
included in our theory.

The results stated above are derived by means of a new
technique developed by Oberst involving the localization of the
ring of operators with respect to the set 7' and the localization
of the injective cogenerator signal module with respect to 7.
The fact that the latter is an injective cogenerator over the
former is central. This technique allows very short, elegant
and conceptual proofs.

All mentioned results have been published in Functional T-
observers, Linear Algebra and its applications, 432:1560-1577,
2010.

16.00 - 16.30

Hoo Observers Design for a Class of Continuous Nonlinear
Singular Systems

Mohamed Darouach, Latifa Boutat-Baddas, Mohamed
Zerrougui

Abstract-This paper presents a new solution to the
Hs Observers design problem for a class of Lipschitz

continuous nonlinear singular systems. The approacts based
on the parameterization of the solution of generatied Sylvester
equations. Sufficient conditions for the existenceof the
observers which guarantee stability and the worst ase
observers error energy over all bounded energy digtbances is
minimized are given. The method also concerns theillf-order,

reduced-order, minimal-order observers design A nurarical

example is given to show the applicability of ouresults.

16.30 - 17.00

Observability of Partial States of Invariant Systems
Christian Lageman

Abstract-This paper considers the observability of
partial states of an invariant control system on alLie group.
Specifically we consider in this paper left invariat systems
where the outputs and the partial states are givehy actions of
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the group on different manifolds. Depending of thetype of
these actionswe give characterizations of partialstate
observability and forsome cases additional suffient
observability criteria.

17.00 - 17.30

Error Models for Nonlinear Observers
Jochen Trumpf, Robert Mahony, Stefano Stramigioli

Abstract-We revisit the concept of observation error
for nonlinear observers of nonlinear systems. In ater to
obtain a coordinate free notion of such an error wedefine it
using fiber bundles over the system manifold. The ew notion
ties in nicely with Brockett’s and Willems’ classi@al description
of nonlinear systems as bundles as well as with thelated
description of observers as bundles due to van dechaft. It
identifies the nonlinear observer design problem asthe
problem of choosing a nonlinear connection form (hazontal
distribution plus affine offset) in this bundle with certain
desirable properties. We demonstrate how a particalr solution
to this connection design problem is given by thenvariant
observers of Bonnabel, Martin and Rouchon. In the a@se of
systems on Lie groups we recoverthe recent resultby
Lageman and two of the authors.

Sampled Control
(Regular Session)

Room 9

Chair: Emilia Fridman

15.30 - 16.00

Sampled-Data Stabilization of a Class of Parabolic Systems
Emilia Fridman, Anatoly Blighovsky

Abstract-A semilinear scalar heat equation with the
control input in the right-hand side, coupled to the
homogenous Dirichlet or Neumann boundary conditions is
considered. Such a system represents a class of cgan-
diffusion equations that model many physical phenoena. It is
well-known that this system is stabilizable by a tiear infinite-
dimensional state-feedback. For realistic design, irfite-
dimensional discrete version realizations may be atied
leading to local results. In the present paper weuggest a
sampled-data controller design, where the sampledata (in
time) measurements of the state are taken in thenite number
of fixed (sampled) spatial variables. It is assumedhat the
sampling in time and the sampling in space (i.e. ¢hdistance
between the consequently sampled spatial variablespre
bounded. Our sampled-data feedback with a constangain is
piecewise-constant in time and in space. Sufficiertonditions
for the exponential stabilization are derived in tems of Linear
Matrix Inequalities (LMIs) depending on the controller gain.
By solving these LMIs, upper bounds on the samplingn time
and on the sampling in space are found that preseevthe
exponential stability. The results are extended tohe sampled-
data in space and to delayed in time sampled-dat
measurements. A numerical example illustrates theffeciency
of the method.

16.00 - 16.30

Truncated Norms and Limitations on Signal Reconstruction
Gjerrit Meinsma, Hanumant Singh Shekhawat

Abstract-Design of optimal signal reconstructors over
all samplers and holds boils down to canceling fragncy
bands from a given frequency response. This paperistusses
limits of performance of such samplers and holds ahdevelops
methods to compute the optimal L2-norm.

16.30 - 17.00

On the Consistency of L2-Optimal Sampled Signal
Reconstructors
Gjerrit Meinsma, Leonid Mirkin

Abstract-The problem of restoring an analog signal from
its sampled measurements is called the signal recsiruction
problem. A reconstructor is said to be consistentfithe
resampling of the reconstructed signal by the acgasition
system would produce exactly the same measurementghe
consistency requirement is frequently used in sigrigrocessing
applications as the design criterion for signal reanstruction.
System-theoretic  reconstruction, in  which the analg
reconstruction error is minimized, is a promising dternative to
consistency-based approaches. The primary objectivef this
paper is to investigate, what are conditions underwhich
consistency might be a byproduct of the system-theatic
design that uses the L2 criterion. By analyzing thelz?
reconstruction in the lifted frequency domain, we kBow that

non-causal solutions are always consistent. When
causality constraints are imposed, the situation ismore
complicated. We prove that optimal relaxedly causal

reconstructors are consistent either if the acquition device is a
zero-order generalized sampler or if the measuredignal is the
ideally sampled state vector of the antialiasing Iter. In other
cases consistency can no longer be guaranteed as we
demonstrate by a numerical example.

17.00 - 17.30
Stability Analysis of Aperiodic Sampled-Data Control

Systems: an Improved Approach Using Matrix Uncertainty
Yasuaki Oishi, Hisaya Fujioka

Abstract-Stability analysis is considered on a sampled-
data control system with an uncertain/time-varying sampling
interval. A stability condition is given in a linea matrix
inequality, readily tested with the interior-point method.
Conservatism of the condition can be reduced to angegree by
dividing the region of the possible sampling interals.
Reduction of the computational complexity as well @
generalization to design of a state-feedback gais iconsidered.
This approach is a simplification of the previous aproach of
the same authors and does not need the real Jordaanonical
form, which is difficult to compute for a large-sizd matrix.

Algebraic Structures - 2 (Regular Session)
Room 10

A

Chair: Kenji Fujimoto

15.30 - 16.00

Variational Symmetry of Discrete-Time Hamiltonian
Systems and Learning Optimal Control

Kenji Fujimoto, Soraki Ogawa

Abstract-Variational symmetry is a property of
Hamiltonian control systems. It is the basis for larning
optimal control. In order to apply a continuous-time control
strategy to a real plant, we need to discretize thelata with
respect to time. This paper investigates the varianal
symmetry for the discretized Hamiltonian systems.tlis proved
that the discretization based on the midpoint rulepreserves the
variational symmetry of the original system. Furthemore, a
learning optimal control method based on the midpait rule is
proposed.
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16.00 - 16.30

Reproducing Kernels Preserving Algebraic Structure: a
Duality Approach

Tzvetan Ivanov, Balazs Csanad Cs&ji

Abstract-From the classical reproducing kernel theory
of function spaces it is well-known that there is @ inverse
relationship between inner-products and kernels. In
applications, such as linear system theory and maute
learning, these kernels are often highly structuredin order to
exploit algebraic structure, it is common to choosebasis
functions and fall back to matrix representations.However, the
basis has to be chosen in a way that is compatibieith the
algebraic structure, which is itself a nontrivial task. We
therefore choose a different approach and use staacd duality
theory where additional algebraic structures form ro obstacle.
This is demonstrated by examples from linear systertheory,
namely two variable polynomials given by Bézoutiansand
quadratic differential forms.

16.30 - 17.00

A Spinor Approach to Port-Hamiltonian Systems
Johannes G. Maks

Abstract-The key concept in the implicit definition of
a port-Hamiltonian system is the geometric notion © a
Dirac structure. A Dirac structure is a maximal isdropic
subspace of the direct sum of the vector space dbfs and its
dual space of efforts. There exist several ways t@present a
Dirac structure. One approach that appears to be uknown to
the systems and control community is the pure spimo
approach based on the work of E. Cartan. It is the prpose of
this paper to explain the spinor formalism and to kow how a
port-Hamiltonian systemis reformulated in the langiage of
spinors.

17.00 - 17.30

On Computing Normalized Coprime Factorizations of
Periodic Systems
Andras Varga

Abstract=A numerically reliable state space algorithm
is proposed for computing normalized coprime factozations
of periodic descriptor systems. A preprocessing gteis used in
the algorithm to convert the initial problem for possibly non-
causal systems into a simpler problem for causal pedic
systems. The main computational ingredient here is he
computation of a coprime factorization with causal factors
which is addressed by computing right annihilators of an
appropriately extended  system  via  periodic  penci
manipulation algorithms. The solution of the normalzed
coprime factorization problem for a causal systemrivolves the
solution of a generalized periodic Riccati equation The
proposed two steps approach is completely generaheing
applicable to periodic systems with time-varying dinensions.

Delay Systems
(Regular Session)

Room 11

Chair: Lars Naujok

15.30 - 16.00
Lyapunov-Razumikhin and Lyapunov-Krasovskii Theorems

for Interconnected ISS Time-Delay Systems
Sergey Dashkovskiy, Lars Naujok

AbstractWe  consider an arbitrary number of
interconnected nonlinear systems with time-delays nal
investigate them in view of input-to-state stabiliy (ISS). The
useful tools for single time-delay systems, the ISByapunov-

Razumikhin  functions and ISS Lyapunov-Krasovskii
functionals are redefined and applied to interconneted
systems. By the help of a smallgain condition we pve that the
whole system with time-delays has the ISS propertyif each
subsystem has an ISS Lyapunov- Razumikhin functionrdSS
Lyapunov-Krasovskii functional. Furthermore we constuct
the ISS Lyapunov-Razumikhin (- Krasovskii) function@l) and
the corresponding gains of the whole system.

16.00 - 16.30

Monodromy Operator Approach to Time-Delay Systems:
Fast-Lifting Based Treatment of Operator Lyapunov
Inequalities

Tomomichi Hagiwara

Abstract-This paper establishes a new fundamental
framework of an operator-theoretic approach to linear time-
invariant (LTI) time-delay systems (TDSs). The state @nsition
of TDSs is first viewed in discrete-time and descrigd by a
bounded operator called the monodromy operator. A tability
condition interms of the spectral radius of the maodromy
operator is given, which in turn is related to an @erator
Lyapunov inequality about that operator. A special tass of
operators, parametrized by two finite-dimensional FED)
constant matrices and constructed via the fast-lifhg
technique, is then introduced, whichis ensured t@ontain a
nonempty subset of the solutions to the operator Lyainov
inequality whenever the TDS is stable andthe fadifting
parameter N is large enough. A fundamental framework for
asymptotically exact stability analysis is thus eablished. An
equivalent scaling treatment is also shown, and ftiner
generalization of the arguments is carried out withthe use of
Legendre polynomials in the construction of the
above operator class. These arguments proceed in rather
linear algebraic way with many similarities to the stability
analysis of FDLTI discrete-time systems. The presented
framework could be said to be a “pseudo-discretizain”
technique; it allows one to essentially reduce tharguments on
infinite-dimensional operators to those about two ratrices,
with an increasing degree of freedom ad$\ gets larger, but
without introducing any matrix approximation of inf inite-
dimensional operators.

16.30 - 17.00

Monodromy Operator Approach to Time-Delay Systems:
Numerical Method for Solving Operator Lyapunov
Inequalities

Tomomichi Hagiwara, Takayuki Inui

Abstract-This paper extends the technique for
stability analysis of time-delay systems based omé operator
Lyapunov inequalities  about  (fast-lifted) monodromy
operators by establishing a numerical method for dwing the
operator Lyapunov inequalities.  First, quasi-finiterank
approximation is applied to the fast-lifted monodrany
operator, and an operator Lyapunov inequality is cosidered
with respect to the resulting approximated operator Then, a
numerically tractable method is developed for findhg a
solution to the approximated operator Lyapunov ineqality out
of a special class of operatorsthat is known to be
nonconservative (with respect to the original operar
Lyapunov inequality before quasi-finite-rank approximation)
as long as the fast-lifting parameter N is large esugh. The
above special class is described by two
finitedimensional matrices, and thus solving the ogrator
Lyapunov inequality amounts to solving a finite-dimesional
LMI. In particular, due to the discrete-time viewpoint intrinsic
to the (fast-lifted) monodromy operator approach, he resulting
LMl is a discrete-time one, which is suitable for etension to
the case with discrete-time controllers. A method si also
provided to confirm that the solution to the approxmated
operator Lyapunov inequality does solve the originabperator
Lyapunov inequality. Furthermore, it is shown that the overall
procedure gives an asymptotically exact numerical ethod for
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stability analysis of time-delay systems. A numeral example
illustrating the arguments of the paper is also gign. A brief
sketch is also provided on the extension to the usef
generalized hold and sampling operators Jkx and Jgk based
on Legendre polynomials.

17.00 - 17.30

Well-Posedness of Problems Involving Time-Varying Delays
Erik I. Verriest

Abstract— Problems in defining state, state space, trajec-
tory and stability for systems with time varying delays are
expounded. First, it is shown that the information structure,
providing the necessary side information, usually understood,
but never made explicit, plays a significant role. It is then shown
that when the delay derivative satisfies 7 < 1, state space and
hence stability are well defined. In the abhsence of this constraint,
causality of the model may fail depending on the information
structure. It is shown that embedding the delay in a larger
fixed delay interval is also mnot always satisfactory, creating
problems with consistency, minimality and well-posedness. Two
causalizations are proposed which are useful within different
information structures: lossless causalization for complete (om-
niscient) information and forgetful causalization if the delay
is not predictable. Next, we consider the practically relevant
problem (for networked control) when the delay is piecewise
constant, and relate this to the recently introduced multi-mode
multi-dimensional (11> D) systems. Finally, we observe that in
the discrete case, this /7> D model is viable.

Basic and Recent Results on Quantized Control
(Invited Session)

Room 12

organizers: Toshiharu Sugie, Shun-ichi Azuma
Chair: Toshiharu Sugie

15.30 - 16.00
Coarseness in Quantization for Stabilization of Linear

Systems over Networks
Hideaki Ishii, Koji Tsumura, Tomohisa Hayakawa

Abstract-We present an overview on the quantized
control approach that was initiated by Elia and Mitter in the
context of networked control. In particular, two recent
extensions are presented where uncertainties in thehannel
and the plant are taken into consideration. The gemal
problem setting is that the amount of communication is
measured by a notion of coarseness in quantizatiomnd we
would like to find the coarsest quantizer for achiging
stabilization. Numerical examples are provided toliustrate the
differences among the quantized control schemes.

16.00 - 16.30

Stabilising Stochastic Linear Plants via Erroneous Channels
Girish N. Nair, Kartik Venkat

Abstract-In the field of networked control, a
powerful methodology for constructing quantised cotrollers
with rigorous stability bounds is the zooming straégy. This
approach is attractive for implementation purposessince it
yields finitedimensional schemes. However, most alable
results somewhat unrealistically require no transmgsion errors
to occur in the channel. In this paper, a novel zouing-like
scheme is proposed for controlling a stochastic lear plant
over an erroneous digital channel, with neither trasmitter nor
receiver informed when errors occur. Using a stoclsic
pseudo-norm technique, it is shown that mean squarstability
can be achieved, provided thatthe number of quargation
points is sufficiently larger than the plant dynamcal constant

16.30 - 17.00

Introduction on Bit Memory Systems: approximation and
Stabilization
Koji Tsumura

Abstract-In this paper, we introduce recent results on
bit memory systems. The bit memory systems are opdmas
from analog inputs to discretized outputs and theirmemories
are elements of discrete numbers. Their dynamics
represented by the time evolution of the bit memods and
output equations. In this paper, we consider an appximation
problem or a stabilization problem of ordinary linear time
invariant systems by the bit memory systems. Then, av
consider the minimization problem of the bit length of the
memories with which the bit memory systems attain aiven
error bound for the approximation problem or the stability of
the closed loop systems for the stabilization proem. We show
several upper and lower bounds of the bit length ofmemories
in both of the problems.

17.00 - 17.30

Global Optimal Control of Quantized Systems
Lars Griine, Florian Miller

is

Abstract-We propose a set oriented approach to the
global infinite horizon optimal control of nonlinear systems
with quantized state measurement and quantized corul
values. The algorithm relies on a dynamic programmig
principle in which the quantization error is modelled as an
opponentin a min-max dynamic game formulation. Forthe
solution of the problem we propose a set orientedparoach
followed by a graph theoretic optimization algorithm. We also
discuss adynamic feedback extension and illustratehe
performance of the proposed approach by experimenta
results.

Control of Distributed Stochastic Systems
(Invited Session)

Room 13

and the probability of symbol error is sufficiently small.

Organizers: Jan H. van Schuppen, Charalambos D.
Charalambous
Chair: Jan H. van Schuppen

15.30 - 16.00

Decentralized Detection with Signaling
Ashutosh Nayyar, Demosthenis Teneketzis

Abstract-We consider a sequential problem in
decentralized detection. Two observers can make reated
noisy observations of a binary hypothesis on the ate of the
environment. At any time, any of the two observersan stop
and send a final message to the other observer ot may
continue to take more measurements. After an obseev has
sent its final message, it stops operating. The othebserver is
then faced with a different stopping problem. At eah time
instant, it can decide either to stop and declare final decision
on the hypothesis or take another measurement. Ataeh time,
the system incurs an operating cost depending on éhnumber
of observers that are active at that time. A termial cost that
measures the accuracy of the final decision is inmed at the
end. We show that, unlike in other sequential det¢ion
problems, stopping rules characterized by two thrdsolds on an
observer's posterior belief no longer guarantee opnality in
this problem. Thus the potential for signaling amongobservers
alters the nature of optimal policies. We obtain anew
parametric characterization of optimal policies for this
problem.
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16.00 - 16.30

Performance Evaluation of Multi-Agent Distributed
Collaborative Optimization under Random Communication
Topologies

Ion Matei, John S. Baras

Abstract-We investigate collaborative optimization in
a multi-agent setting, when the agents execute in
distributed manner using local information, while the

communication topology used to exchange messages dd
information is modeled by a graph-valued random pragess,
independent of other time instances. Specificallwye study the
performance of the consensus-based multi-agent sulaglient
method, for the case of a constant stepsize, as raaeed by two
metrics: rate of convergence and guaranteed regionof
convergence, evaluated via their expected values.ntler a
strong convexity type of assumption, we provide upmy bounds
on the performance metrics, which explicitly dependon the
probability distribution of the random graph and on the
agents’ estimates of the optimal solution. This pnades a guide
for tuning the parameters of the communication probcol such
that good performance of the multi-agent subgradienmethod
is ensured.

16.30 - 17.00

On the Optimal Reconstruction Kernel of Causal Rate
Distortion Function

Charalambos D. Charalambous, Christos K. Kourtellaris,
Photios A. Stavrou

Abstract-This paper considers source coding o
general sources with memory, when causal feedbacks
available at the decoder. The rate distortion functin defined as
the infimum of the directed information between sowe and
reconstruction sequences over causal data compressi
channels, which satisfy a distortion fidelity constint. The
form of the optimal causal data compression Kernek derived.

17.00 - 17.30

Control of the Observation Matrix for Control Purposes
René K. Boel, Jan H. van Schuppen

Abstract-How to control the activiation of an expensive
observation channel of a stochastic system? The dool
objective is to reduce the conditional error variame of state
estimation but a cost is to be paid for acquiring aeading of the
channel. The optimal control law depends only on thd
conditional error variance and has to be determined
computationally. A second problem is to use the s estimate
for control of the conditional mean. The solution méhod is
stochastic control with partial observations.

Crypto and Applications
(Invited Session)

Room 14

Organizers: Joachim Rosenthal, Marcus Greferath
Chair: Marcus Greferath

15.30 - 16.00

Problems Related to Combinatorial Configurations with
Applications to P2P-User Private Information Retrieval
Maria Bras-Amords, Klara Stokes, Marcus Greferath

Abstract-We explain the applications that
combinatorial configurations have to peer-to-peer ger-private
information retrieval and we analyze some problemshat arise
from these applications. In particular we deal with the
existence of combinatorial configurations, the chacterization

information retrieval and the existence of configuations
preventing collusion attacks of dishonest users.

16.00 - 16.30

On Binary Sequences Generated by Self-Clock Controlled
LFSR
Michele Elia, Guglielmo Morgari, Maria Spicciola

a . . .
Abstract-The paper considers some peculiar properties of

nbinary sequences generated by self-clocked lineazddback

shift registers of maximum length, and compares thse
properties with those of truly random sequences. Iparticular
it examines their periods, their 0-1 distributions,and their
linear complexity profiles.

16.30 - 17.00

On the Number of Linear Feedback Shift Registers with a
Special Structure
Srinivasan Krishnaswamy, Harish K. Pillai

Abstract-Given a linear recurring relation whose
characteristic polynomial is primitive, we find out the number
of possible realisations using Linear Feedback ShifRegisters
(LFSRs) with 2-input 2-output delay elements. We shw the
equivalence between each realisation and a matrixaking a
special structure. Further, the number of realisatons is
computed by calculating the number of these structed
matrices.

17.00 - 17.30

Codes as Ideals over Some Pointed Hopf Algebras
Juan Cuadra, Jose M. Garcia-Rubira, Juan A. Lopez-Ramos

Abstract-We give a Decomposition Theorem for a family of
Hopf algebras containing the well-know family of Tdt Hopf
algebras. Therefore, those indecomposable codes
this family of algebras (cf. [4]) is an indecompodde code over
the studied case. We use properties of Hopf algetsao show
that dual (in the module sense) of an ideal code egain an
ideal code.

Max-Plus, Tropical and Idempotent Methods in
Control - 2
(Invited Session)

Room 15

organizers: John S. Baras, William M. McEneaney
Chair: William M. McEneaney

15.30 - 16.00
The Correspondence between Tropical Convexity and Mean

Payoff Games
Marianne Akian, Stéphane Gaubert, Alexander Guterman

AbstractWe show that several decision problems
originating from max-plus or tropical convexity are equivalent
to zero-sum, two player game problems. In particulg we set
up an equivalence between the external representati of
tropical convex sets and zero-sum stochastic games, which
tropical polyhedra correspond to deterministic game with
finite action spaces. Then, we show that the winningnitial
positions can be determined from the associated tpical
polyhedron. We obtain as a corollary a game theori&tal proof
of the fact that the tropical rank of a matrix, defined as the
maximal size of a submatrix for which the optimal asignment
problem has a unique solution, coincides with the aximal
number of rows (or columns) of the matrix which arelinearly
independent in the tropical sense. Our proofs relyon
techniques from non-linear Perron-Frobenius theory.
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16.00 - 16.30

A Max-Plus Approach to the Approximation of Transient
Bounds for Systems with Nonlinear Ly-Gain

Huan Zhang, Peter M. Dower

Abstract— The notion of nonlinear L.-gain is a natural
generalization of the extensively studied conventional (linear)
Lo-gain property that finds application in stability analysis
and H..-control for nonlinear systems. As in the conventional
formulation, notions of transient and gain bounds play an
integral role in the statement of the property as an input /
output inequality. These bounds summarize an imposed decou-
pling of system behaviour into transient and asymptotic parts,
each of which are important in understanding and quantifying
system performance. In this work, a variational approach to the
characterization of transient bounds in the presence of a fixed
nonlinear gain is considered. Based on an associated dynamic
programming principle for this variational characterization, a
max-plus eigenvector method for approximating tight transient
bounds in the presence of a nonlinear £,-gain bound is
considered. Convergence of the associated power method is
considered in some detail, whilst it is shown that significant
issues remain to be addressed in the approximation of the
dynamic programming evolution operators associated with the
attendant finite horizon optimization problems.

16.30 - 17.00

Idempotent Methods for Control of Diffusions
Ben G. Fitzpatrick, Li Liu

AbstractIn this paper we discuss the application of max
plus arithmetic to stochastic control problems. The
dynamic programming equation is not max-plus linearin the
stochastic case, but a max-plus distributivity proprty permits
efficient value function and control computation. We illustrate
the technique by controlling the van der Pol equatin.

17.00 - 17.30

Curse-of-Dimensionality-Free Control Methods for the
Optimal Synthesis of Quantum Circuits

Srinivas Sridharan, William M. McEneaney, Matthew R.
James

AbstractIn this article we introduce the use of a
recently developed numerical method from optimal cotrol
theory to the gate synthesis problem. This techniqu helps
avoid the curse-ofdimensionality (COD) in the spail
dimension inherent in mesh based numerical approa@s to
solving control problems which also arise in optimh gate
synthesis. In the proposed algorithm there is a hosver a
growth in the complexity, related to the cardinality of the
discretized control set, which is managed viaa pning
technique. Hence an exponential speed up in the atibn to a
large class of control problems on spin systems dbtained. The
reduced complexity method is then appliedto obtainthe
approximate solution to an example problem on SU(4)a 15
dimensional system.

Wednesday, 7 July

Plenary Lecture
Room 1

Chair: Joachim Rosenthal

09.00 - 10.00

Codes, Trellis Representations and the Interplay of System
Theory and Coding Theory
Heide Gllsing-Llirssen

Abstract-We will present state realizations (trellises)
for convolutional codes and block codes and discustheir
system theoretic properties. For convolutional code we will
give an application of such realizations by preseimg a
MacWilliams Identity which relates the weight distribution of a
code to the weight distribution of the dual code. & block
codes, state realizations are based on the intergegion of the
code (oflengthn, say) as a set of admissible trajectories
(codewords) on the time axis 0, . . . , n — 1. Afteliscussing
conventional trellis realizations, we will turn to tail-biting
trellises in which the time axis is considered cirdar and time
index arithmetic is performed modulo n. In this cag the future
and past of trajectories are intertwined. One partcular
consequence is that minimal tail-biting trellises ge not unique.
We will show how to obtain all minimal tail-biting trellises for
a given code and discuss further properties.

Semiplenary Lecture
Room 1

Chair: William M. McEneaney

10.30 - 11.30

Learning Algorithms for Risk-Sensitive Control
Vivek S. Borkar

Abstract-This is a survey of some reinforcement
learning algorithms for risk-sensitive control on ifinite
horizon. Basics of the risk-sensitive control prol@m are
recalled, notably the corresponding dynamic programming
equation and the value and policy iteration methoddor its
solution. Basics of stochastic approximation algottims are also
sketched, in particular the ‘o.d.e.” approach for ts stability and
convergence, and implications of asynchrony. The leaing
schemes (give stochastic approximation versions of he
traditional iterative schemes for solving dynamic pograms.
Two learning schemes, Q-learning and the actor-crit method,
are described along with their convergence analysifAs these
‘ideal’ schemes suffer from ‘curse of dimensionalit’, one needs
to use function approximation as a means to beat dm the
dimension to manageable levels. A function approxiation
based scheme is described for the simpler problemf g@olicy
evaluation. Some future research directions are poted out.

Semiplenary Lecture
Room 14

Chair: Lorenzo Finesso

10.30 - 11.30

Challenges of Tracking Single Molecules in Live Cells
Raimund Ober

Abstract-For centuries microscopy has played an
important role in biological investigations. Despié this long
history, quite recently microscopy investigations bcells have
undergone revolutionary developments. This is due tdwo
independent but equally important developments. Modrn
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molecular biology, and in particular the use of thegreen
fluorescent protein, allow from the highly specificlabeling of
proteins in live cells. On the engineering side itis the
development of highly sensitive imaging detectors;ombined
with computer control that allows images to be recaled with
unprecedented sensitivity. This had as a result thatver the
last decade, the imaging of single molecules in &é cell has
become possible.

This new discipline of single molecule microscopy pes a
significant number of exciting problems for enginees and
mathematicians. For example, the classical notionsof
resolution limits for microscopes need to be re-elaated.
Current experiments in our lab and others show thatdistances
at least one order below those predicted by Rayldis criterion
can be determined. Estimation algorithms for locatios of
single molecules are the core of the analysis of stosingle
molecule imaging approaches. The question thereforarises
how well these locations can be determined. We wlresent an
information theoretic approach to this and other problems in
single molecule microscopy.

Semiplenary Lecture
Room 15

Chair: Hans Zwart

10.30 - 11.30

Coping with Time Delays in Networked Control Systems
Hitay Ozbay

AbstractIn networked control systems, where
controllerand plant exchange information over a
communication network, performance of the feedbaclksystem
depends on certain properties of the communicatiochannels.
For example, packet loss, network delay and delaytter have
negative effect on networked system performance. pPending
on the communication infrastructure, different mechanisms
are implemented to reduce the packet loss rate andetwork
induced delay in communication networks. In this pper, one
of these mechanisms, namely, buffer/queue managenteis
studied. It will be shown that techniques from robst control of
uncertain time delay systems can be used effectiyelSimpler
low order controllers (Pl and PID) are also consideed. The
effect of controller parameters on various performace metrics
are illustrated.

Distinguished Lecturer
Room 1

Chair: Gydrgy Michaletzky

11.30 -12.30

The Mathematical Challenge of Large Networks
Laszlé Lovasz

Thursday, 8 July

Plenary Lecture
Room 1

Chair: William J. Helton

09.00 - 10.00

Robust Control, Multidimensional Systems and Multivariable
Function Theory: Commutative and Noncommutative
Settings

Joseph A. Ball, Sanne ter Horst

1-D case there is a
seamless connection  between state-space  (time-domyai
representations and  transfer-function  (frequency-dmain)
representations for linear systems. In particular, the first

results onH®-control were developed in the frequency-domain
leading to an active exchange of ideas between mathaticians
with backgrounds in function theory and engineersEventually

elegant computational algorithms for solving the stndard H-
control problemwere found in terms of state-space
coordinates, first in termsof a pair of coupled Ricati
equations, and then completely interms of Linear Maix
Inequalities. Here we discuss two kinds of extensie of these
ideas to the context of multidimensional systems dan
multivariable function theory, namely: (1) the comnutative
case, where the transfer-function is a function ofeveral
complex variables, and (2) the noncommutative casehere the
transfer-function is a function of nhoncommuting opeator (or
matrix) variables. Perhaps surprisingly, we shall ee that the
noncommutative setting provides a much more complet
parallel with the classical case than the commutate setting.
Many of the ideas of the present report are takenrém our
survey article [17].

Abstract-In the classical

New Developments in Stochastic System
Identification
(Invited Session)

Room 2

organizer: Yoshito Ohta
Chair: Yoshito Ohta

10.30 - 11.00

A Prediction-Error Identification Framework for Linear
Parameter-Varying Systems
Roland Toth, Peter S.C. Heuberger, Paul M.J. Van den Hof

Abstractldentification of Linear Parameter-Varying
(LPV) models is often addressed in an Input-Output IQ)
setting using particular extensions of classical Lisar Time-
Invariant (LTI) prediction-error methods. However, du e to the
lack of appropriate system-theoretic results, mostof these
methods are applied without the understanding of thir
statistical properties and the behavior of the coridered noise
models. Using a recently developed series expansion
representation of LPV systems, the classical concepbf the
prediction-error framework are extended to the LPV ase and
the statistical properties of estimation are analyed in the LPV
context. Inthe introduced framework it can be show that
under minor assumptions, the classical results onoasistency,
convergence, bias and asymptotic variance can betemrded for
LPV predictionerror models and the concept of noisemodels
can be clearly understood. Preliminary results on ersistency
of excitation and identifiability can also establibed.
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11.00 - 11.30

Continuous-Time Subspace Identification in Closed-Loop
Marco Bergamasco, Marco Lovera

Abstract-This paper deals with the problem of
continuoustime model identification and presents asubspace-
based algorithm capable of dealing with data genetad by
systems operating in closed-loop. The algorithm ideveloped
by reformulating the identification problem from the
continuous-time model to an equivalent one to whickliscrete-
time subspace identification techniques can be appt. More
precisely, the considered approach corresponds to he
projection of the input-output data onto an orthonamal basis,
defined in terms of Laguerre filters. In this framework, the
PBSID subspace identification algorithm, originally developed
in the case of discrete-time systems, can be refonhated for
the continuoustime case. Simulation results are ude to
illustrate the achievable performance of the propasd approach
with respect to existing methods available in thdterature.

11.30 - 12.00

Spectral Density Function under Observation Outliers
Hideyuki Tanaka, Jaafar ALMutawa, Yoshito Ohta

Abstract-This paper deals with a problem of
identifying purely stochastic linear systems from ttionary
Gaussian processes with observation outliers. Rewag [1],
the spectral density function of the process undeobservation
outliers is derived, and it is compared with the oa free from
outliers. Itis shown that the estimates of the sptral density
function is enormously affected by observation ouiérs on the
frequency where the spectral density function is sail.

12.00 - 12.30

Bias-Compensated State Space Model Identification
Kenji Ikeda, Yoshio Mogami, Takao Shimomura

Abstract-A method of bias compensation in subspac
identification method is proposed. The noise is asmed to be
colored with 0 mean and is assumed to be uncorreld with
the input. The covariance matrix of the noise is eshated
directly from the residuals instead of estimating he noise
model. The proposing method becomes an iterative agthm
but it converges with order 2.

Linear Matrix Inequalities
(Regular Session)

Room 3
Chair: Christian Ebenbauer
10.30 - 11.00
Linear Matrix Inequalities for Normalizing Matrices
Christian Ebenbauer
Abstract-A real square matrix is normal if it can

be diagonalized by an unitary matrix. In this paper novel
convex conditions are derived to decide if a matrixs similar to
a normal matrix and it is shown how to use these adlitions
to normalize matrices. The conditions are expresseih terms
of linear matrix inequalities and hence they are diciently
solvable using semidefinite programming. Since a n@x is
similar to anormal matrix if and only if the matrix is
diagonalizable, the present results also provide mel convex
conditions for deciding if a matrix is diagonalizalle or not.
Some applications of these results are presented.

U

11.00 - 11.30

LMI Conditions for the Stability of 2D State-Space Models
Djillali Bouagada, Paul van Dooren

Abstract-In this paper we consider the problem of
stability of two-dimensional linear systems. New dficient
conditions for the asymptotic stability are derivedin terms of
linear matrix inequalities.

11.30 - 12.00

Dynamic Quantizer Synthesis Based on Invariant Set
Analysis for SISO Systems with Discrete-Valued Input
Kenji Sawada, Seiichi Shin

Abstract-This paper proposes analysis and synthesis
methods of dynamic quantizers for linear feedback isgle
input single output (SISO) systems with discrete-vaed input
interms of invariant set analysis. First, this papr derives
the quantizer analysis and synthesis conditions thaclarify
an optimal quantizer within the ellipsoidal invariant set
analysis framework. In the case of minimum phase &lback
systems, next, this paper presents that the struater of the
proposed quantizer is also optimal in the sense thathe
quantizer gives an optimal output approximation prgerty.
Finally, this paper points out that the proposed dsign method
can design a stable quantizer for non-minimum phasteedback
systems through a numerical example.

12.00 - 12.30

Fixed-Order Output-Feedback Control Design for LTI
Systems: a New Algorithm to Reduce Conservatism
Emile Simon, Pedro Rodriguez-Ayerbe, Cristina Stoica,
Didier Dumur, Vincent Wertz

Abstract-This work proposes an algorithm to reduce
the conservatism of fixed-order output-feedback camol
design for Linear Time Invariant (LTI) systems with Linear
Matrix Inequalities (LMIs)-representable objectives. Using
Lyapunov theory and the Schur complement many objedtes
can be written as Bilinear Matrix Inequalities (BMIs), which in
general are hard to solve and have a non-convex sma of
solutions. The classical response to this is to useMls
reformulation of BMIs, therefore using convex subspees of the
non-convex space of all solutions and thus introdimg
conservatism in general. Here a new use of a changsf
variables is proposed, so that consecutive convedbspaces are
considered iteratively. This algorithm explores furher the non-
convex space of solutions, leading to improved olggves with
reduced conservatism.

Optimization Methods in Systems and Control
(Invited Session)

Room 4

Organizer: Lars Griine
Chair: Lars Griine

10.30 - 11.00

A Sparse Stability Test for Sparse Matrices
Anders Rantzer

Abstract-In the study of distributed control systems, it isof
fundamental interest to understand how specificatins on local
interconnections influence properties of the globakystem. In
this paper, we consider linear continuous time sysms
described by a sparse matrix. The property of interst is
stability. In  particular, for matrices with sparsity
structure corresponding to a chordal graph, we show
that conditions for Hurwitz stability can be written with the
same sparsity structure.
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11.00 - 11.30

Delay-Optimal Global Feedbacks for Quantized Networked
Event Systems
Stefan Jerg, Oliver Junge

AbstractWe extend a recent optimization based
technique for the construction of globally stabiling optimal
controllers for quantized nonlinear event systemsni a digital
network. To this end, we assume that the plant andhe
controller possess synchronized clocks and that &ach event
the (global) time stamp is transmitted from the evet generator
to the controller. The new construction explicitelyincorporates
the delay information, rendering the controller more robust.
The method is illustrated by means of the inverted gndulum
in a digital loop.

11.30 - 12.00

Efficient Model Predictive Control for Linear Periodic
Systems

Andreas Freuer, Marcus Reble, Christoph B6hm, Frank
Allgéwer

Abstract-This paper proposes a novel mode
predictive control scheme for the stabilization ofconstrained
linear periodically time-varying systems. The result are based
on an existing Model Predictive Control scheme founcertain

linear systems using linear matrix inequalities. A pre-
determined periodic feedback control law is used in
combination with superimposed free control moves a$

additional degrees of freedom. Only the additionafree control
moves are calculated online taking advantage of preomputed
periodic invariant sets. Two simple algorithms are pesented
for calculating offline ellipsoidal or polyhedral periodic
invariant sets. Since only a small number of freeantrol moves
is calculated online by solving a convex optimizain problem
after each time period, the computational cost caibe reduced
significantly compared to existing schemes.

12.00 - 12.30

Simple Homothetic Tube Model Predictive Control
Sasa V. Rakovié, Basil Kouvaritakis, Rolf Findeisen, Mark
Cannon

Abstract-This paper considers the robust mode
predictive control synthesis problem for constraind linear
discrete time systems. The manuscript introduces airmsple
homothetic tube model predictive control synthesismethod.
The proposed method employs several novel
including: a more general parameterization of the wte and
control tubes based on homothety and invariance; amore
flexible form of the terminal constraint set; and arelaxation of
the dynamics of the sets that define the state ammbntrol tubes.
Under rather mild assumptions it is demonstrated tlat the
proposed method is computationally efficient whileit induces

strong system theoretic properties.

Real Algebraic Geometry and Applications - 2
(Invited Session)

Room 6

organizers: William J. Helton, Pablo Parrilo
Chair: William J. Helton
10.30 - 11.00

It is Convexity and Positivity of Polynomials
Pablo Parrilo

b

featurgs

11.00 - 11.30

Recent Progress on Obtaining Matrix Convexity when the
Variables are Matrices
William J. Helton

Abstract-The talk will focus an aspect of noncommutative
analysis and be designed to mesh with a four lectartutorial
surveying that topic. Especially challenging is toevelop a
theory of change of noncommuting variables. In clesical
control, eg H® control, reducing problems to convex ones
typically requires a change of matrix variables. Marix convex
problems are now known to be equivalent to LMI probéems.
The goal is to develop a theory which helps delineatsome
possibilities for changing variables to produce anMI. There
are results in special situations along these line¥arious
aspects of the work are done jointly with Jeremy Geene, Igor
Klep, Victor Vinnikov and Scott McCullough.

11.30 - 12.00

A Nullstellensatz for a Class of Two Sided Ideals of
Noncommutative Polynomials
Victor Vinnikov

Abstract— We show that if a pelynomial p in 2d noncom-
muting indeterminates 1, ..., Td,Ty,...,2; vanishes on all d
tuples of unitary matrices, then p belongs to the two sided
ideal in the ring of noncommutative polynomials generated by
-2y, 1=2121, 000y 1—2qzy 1— 2524, Similarly, if p vanishes
on all d tuples (d > 1) that are spherical isometries, then p
belongs to the two sided ideal generated by 1—zjzq —- - - —z;24.
These results allow in particular to obtain final versions of
the noncommutative Positivstellensatz for unitaries and for row
isometries,

The first result can be proved in a fairly straightforward way
using the universal property of the free group. The second result
hinges on a fairly delicate analysis showing that the quotient of
the ring of noncommutative polynomials by the corresponding
two sided ideal is embeddable in a skew field and uses the
“first fundamental theorem” of Amitsur on rational identities.
In fact we establish a general Nullstellensatz for two sided
ideals in the ring of noncommutative polynomials which can be
“rationally resolved” and such that the quotient is embeddable
in a skew field. This should have many further applications
to free noncommutative (semi)algebraic geometry which has
recently emerged as a major mathematical tool in systems
and control for dimension independent problems, especially in
relation to linear matrix inequalities,

This is a joint work with Igor Klep.

12.00 - 12.30

Relaxing LMI Domination Matricially
Igor Klep

Abstract— Given linear matrix inequalities (LMIs) L1 and
L5 in the same number of variables it is natural to ask:

(Q1) when does one dominate the other, that is, does L1 (X) = 0
imply Lo(X) = 0?

(Q2) when are they mutually dominant, that is, when do they
have the same solution set?
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Such problems can be NP-hard. We describe a natural relax-
ation of an LMI, based on substituting matrices for the variables
x ;. With this relaxation, the domination questions (Q;) and (Q3)
have elegant answers, indeed reduce to semidefinite programs
(SDP), which we show how to construct. For our ‘“matrix
variable” relaxation a positive answer to (Qp) is equivalent
to the existence of matrices V; such that

La(z) = Vi Li(z)Vi + -+ + Vr Lyi(z)V,. (A1)

As for (Q2) we show that 1 and Lo are mutually dominant if
and only if, up to certain redundancies described in the paper,
Ly and L2 are unitarily equivalent.

An observation at the core of this talk is that the relaxed
LMI domination problem is equivalent to a classical problem.
Namely, the problem of determining if a linear map 7 from
a subspace of matrices to a matrix algebra is *‘completely
positive”.

This is a joint work with J. William Helton and Scott Mc-
Cullough.

The Semigroup Approach to DPS
(Invited Session)

Room 7

Organizer: George Weiss
Chair: George Weiss

10.30 - 11.00

Analytic Properties of Matrix Riccati Equation Solutions
Ruth F. Curtain, Leiba Rodman

AbstractFor matrix Riccati equations of

platoontype systems and of systems arising from PDE$

assuming the coefficients are analytic functions ina
suitable domain, the analyticity of the stabilizing solution
is proved under various hypotheses. In addition, geral results
on the analytic behavior of stabilizing solutions ee developed.

11.00 - 11.30

Structurally Damped Plate Equations with Random Point
Force
Roland Schnaubelt

Abstract—In this paper we consider structurally damped
plate equations with point and distributed random forces which
could be interpreted as random controls. In order to treat
space dimensions more than one, we work in the setting of L"—
spaces with (possibly small) p € (1,2). We establish existence,
uniqueness and regularity of mild and weak solutions to the
stochastic equations employing recent theory for stochastic
evolution equations in L” spaces. The proof further requires
inter- and extrapolation spaces for the operator matrix solving
the determiniastic problem. This is joint work with Mark
Veraar (TU Delft).

11.30 - 12.00

A Spectral Approach to the Null-Controllability of Diffusion
Processes
Gérald Tenenbaum, Marius Tucsnak

This work is concerned with the study of null-controllability for a class
of infinite dimensional systems described by abstract parabolic equations of
the form

1

where A is a negative operator in a Hilbert space X and, say, the operator B

w = Aw + Bu, w(0) = z,

maps the input space U/ (also a Hilbert space) into a space larger than X, i.e.
B is an unbounded input operator. To study the null-controllability of the
above system, a new tool brought up in [3] is an abstract sufficient condition
for null-controllability, inspired by the method introduced in [1]
Lebeau and Zuazua [2].

see also

In this work, our initial aim consists, in an abstract setting, in relaxing
the assumptions on the control operator B with respect to the existing liter-
ature, together with simplifying some proofs and the form of the constants
involved in the control cost estimates. Our second purpose is, in the case
when A = —A{, where Ay is the Dirichlet Laplacian in a rectangular domain
Q and n > 1/2, to provide an alternative way to check the Lebeau-Robbiano
spectral condition. We show, in this particular case, that the sophisticated
Carleman and interpolation inequalities used in [1] may be replaced by a
simple result of Turdn [6].

12.00 - 12.30

Observers for DPS Back and Forth in Time
George Weiss, Karim Ramdani, Marius Tucsnak

Abstract— Let A be the generator of a strongly continuous
semigroup T on the Hilbert space X, and let C' be a linear
operator from D(A) to another Hilbert space Y (possibly
unbounded with respect to X, not necessarily admissible). We
consider the problem of estimating the initial state zo € D(A)
(with respect to the norm of X) from the output function y(¢) =
CTtzo, given for all ¢ in a bounded interval [0, 7]. We introduce
the concepts of estimatability and backward estimatability for
(A,C) (in a more general way than currently available in
the literature), we introduce forward and backward observers,
and we provide an iterative algorithm for estimating zo from
y. This algorithm generalizes various algorithms proposed
recently for specific classes of systems and it is an attractive
alternative to methods based on inverting the Gramian. Our
results lead also to a very general formulation of Russell’s
principle, i.e., estimatability and backward estimatability imply
exact observability. This general formulation of the principle
does not require T to be invertible.

Riccati and Sylvester-Equations
(Regular Session)

Room 8

Chair: Timo Reis

10.30 - 11.00

Lur'e Equations and Singular Optimal Control
Timo Reis

Abstract-In this work we give an overview about
Lur'e matrix equations, linear-quadratic infinite ti me horizon
optimal control problems and their connections to he
eigenstructure of certain even matrix pencils. We ltaracterize
the set of solutions in terms of deflating subspaseof even
matrix pencils. In particular, it is shown that these special
solutions can be constructed deflating subspaces @fen matrix
pencils.

11.00 - 11.30

Reduction of State Variables Based on Regulation and
Filtering Performances
Hidenori Shingin, Yoshito Ohta

Abstract-This paper provides a component analysis for the
state variables of stable linear disrete-time systes based on
the control and estimation performance criteria. Inthe optimal
regulation and filtering problems, the trade-offs ketween the
dimension of the control or estimation law and degze of
performance degenerations are invariants given as hé
eigenvalues of the matrices depending on the solatis of both
Lyapunov and Riccati equations. This analysis showshe
dominant components of the state variables which v@ major
contribution to enhance the performances.
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11.30 - 12.00

An Explicit Dynamic Programming Solution for a
Decentralized Two-Player Optimal Linear-Quadratic
Regulator

John Swigart, Sanjay Lall

AbstractWe develop optimal controller synthesis|
algorithms for decentralized control problems, in wvhich
individual sub- systems are connected over a netwkr We
consider a simple information structure, consistingof two in-
terconnected linear systems, and construct th
optimal controller subject to a decentralization costraint via
a novel dynamic programming method. We provide explicit
state-space formulae for the optimal controller, ad show that
each player has to do more than simply esti- mateh¢ states
that they cannot observe. In other words, the simpgist
separation principle does not hold for this decentulized
control problem.

12.00 - 12.30

A State-Space Solution of Bilateral Diophantine Equations
over RHq,

Maxim Kristalny, Leonid Mirkin

Abstract-This paper studies a class of real-rational
matrix bilateral Diophantine equations (BDE) arising in
numerous control problems. A necessary and suffiae
solvability conditionis derived in terms of statespace
realizations of rational matrices involved in the guation. This
condition is given in terms of a constrained matrixSylvester
equation and is numerically tractable. An explicit state-space
parametrization of all solutionsis also derived. TIs
parameterization effectively includes two parametes: one is a
“standard” RH ., parameter and another one arises if the

Sylvester equation is non-uniquely solvable. A coitibn, in
terms of zeros of rational matrices involved in théBDE, is
found under which the Sylvester equation has
unique solution and, hence, the parametrization iaffine in a
single RH,, parameter.

g

Network Stability
(Regular Session)

Room 9

Chair: UIf T. Jénsson

10.30 - 11.00

Primal and Dual Criteria for Robust Stability
UIf T. Jénsson

AbstractPrimal and dual formulations of stability
criteria based on integral quadratic constraints (QC) are
discussed. The foundation for IQC based stability aalysis is to
use a convex cone of multipliers to characterize éhuncertainty
in asystem. The primal and dual stability criteria are
formulated as convex feasibility tests involving tB nominal
dynamics and multipliers from the cone and the pola cone,
respectively. The mativation for introducing the dud is that it
provides additional insight into the stability criterion and is
sometimes easier to use than the primal.

The case considered in this paper is when th
uncertainty represents the interconnection of a coplex
network. The multipliers are used to describe charderistic
properties of the network such as the spectral lo¢®n or the
structure of the underlying graph.

b

\

11.00 - 11.30

Guaranteed Cost for Control of Networked Control Systems
with Small Time-Varying Delays
Marc Jungers, Laurentiu Hetel, Jamal Daafouz

Abstract-This paper deals with the control design of
a networked control systems subject to small timearying
delays, which takes into account the performance psct.
The considered approach consists in using a limitedaylor
series expansion for the uncertain parameter expongal
matrix. An optimization problem involving LMI constr aints is
proposed to obtain the minimal quadratic upper bour of the
guaranteed cost. An example illustrates our approdt and is
the base for a extended discussion.

11.30 - 12.00

A Novel Discontinuous Lyapunov Functional Approach to
Networked-Based Stabilization
Kun Liu, Vladimir Suplin, Emilia Fridman

Abstract-This paper presents a new stability analysis
of Networked Control Systems (NCSs), where the sariipg
and the constant network-induced delays are taken nto
account. The new method is inspired by discontinuous
Lyapunov functionals that were recently introduced or
sampled-data systemsin [1] (in the framework of imulsive
system representation) and in [2] (in the frameworkof input
delay approach). However, extensions of the above agunov
constructions to NCSs lead to complicated conditian which
become conservative if the network-induced delays not small.
In the present paper anovel discontinuous Lyapunov
functional is introduced, which is based on the agdjzation of
the Wirtinger type inequality. This functional leads to efficient
stability conditions in terms of Linear Matrix Inequ ality
(LMIs). The new stability analysis is applied to samjed-data
stabilization by using artificial delay.

12.00 - 12.30

A Multichannel IOpS Small-Gain Theorem for Large Scale
Systems
Rudolf Sailer, Fabian Wirth

Abstract-This paper extends known results on the
stability analysis of interconnected systems. In p#cular, a
small-gain theorem for the interconnection of an dbitrary
number of systems via communication channels is psented.
Here the communication between the subsystems is esva
delayed, possibly lossy communication channel. Toithend, a

notion of input-to-output stability for functional differential
equations is applied.
Stability
(Regular Session)
Room 10

e

Chair: Svyatoslav S. Pavlichkov

10.30 - 11.00

Further Remarks on Global Stabilization of Generalized
Triangular Systems
Sergey Dashkovskiy, Svyatoslav S. Pavlichkov

Abstract— We remove the assumption on ' - smoothness
from the main theorem in work [7] and show how to modify
the argument from [7] in order to obtain the same result on
global asymptotical stabilization when the dynamics satisfies the
local Lipschitz condition in general and is of class C* around
the equilibrium only.
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11.00 - 11.30

Invariance Results Involving Non-Monotonic Lyapunov
Functions with Applications
Anthony N. Michel, Ling Hou

Abstract-The invariance result for asymptotic stability
of autonomous systems involves positive definite Lpanov
functions which are non-increasing along the systeshmotions.
We establish a result for discontinuous non-autonoobus
systems with positive definite Lyapunov functions wich are
nonincreasing only on an unbounded discrete set, salting in
nonmonotonic Lyapunov functions. We show that the
invariance result for asymptotic stability reduces to the
invariance result reported herein. We apply this reult in the
stabilization of conservative mechanical systems.

11.30 - 12.00

A New Characterisation of Exponential Stability
Elena Panteley, Antonio Loria

AbstractWe present a new characterization of
exponential stability for nonlinear systems in theform of
Lyapunov functions which may be upper and lower bouded
by monotonic functions satisfying a growth order réationship
rather than being polynomials of the state’s norm. In
particular, one may allow for Lyapunov functions with
arbitrary weakly homogeneous bounds.

12.00 - 12.30

Sufficient Conditions for Local Asymptotic Stability and
Stabilization for Discrete-Time Varying Systems
Angeliki Stamati, John Tsinias

Abstract-The purpose of this paper is to establish
sufficient conditions for local asymptotic stability and feedback
stabilization for discrete-time systems with time dpended
dynamics. Our main results constitute generalizatins of those
developed by same authors in a recent paper, for ¢hcase of
continuoustime systems.

Port-Hamiltonian Systems
(Regular Session)

Room 11

Chair: Arjan J. van der Schaft

10.30 - 11.00

Port-Hamiltonian Systems on Open Graphs
Arjan J. van der Schaft, Bernhard M. Maschke

AbstractIn this talk we discuss how to define in an
intrinsic manner port-Hamiltonian dynamics [3] on open
graphs. Open graphs are graphs where some of thertiees are
boundary vertices (terminals), which allow intercomection
with other systems. We show that a directed graphatries two
natural Dirac structures [3], called the Kirchhoff-Dirac
structure and the vertex-edge Dirac structure. The prt-
Hamiltonian dynamics corresponding to the KirchhoffDirac
structure is exemplified by the dynamics of an RLC-iccuit, see
also [5], [4]. The port-Hamiltonian dynamics correponding to
the vertex-edge Dirac structure is illustrated by oordination
control, in which case there is dynamics associatei every

vertex and to every edge, and by standard consensiyis ApstractWe

algorithms where there is dynamics associated to eny vertex
while every edge corresponds to a resistive relatio

11.00 - 11.30

Adaptive Control of Port-Hamiltonian Systems
Daniel A. Dirksz, Jacquelien M.A. Scherpen

Abstract-In this paper an adaptive control scheme is
presented for general port-Hamiltonian systems. Adgative
control is used to compensate for control errors tht are caused
by unknown or uncertain parameter values of a systa. The
adaptive control is also combined with  canonical
transformation theory for port-Hamiltonian systems. This
allows for the adaptive control to be applied on darge class of
systems and for beingincluded in the port-Hamiltoran
framework.

11.30 - 12.00

Model Reduction of Port-Hamiltonian Systems as Structured
Systems
Rostyslav V. Polyuga, Arjan J. van der Schaft

Abstract-The goal of this work is to demonstrate that a
specific  projection-based model reduction  method,
which provides an H, error bound, turns out to be applicable

to port- Hamiltonian systems, preserving theport-Hamiltonian
structurefor the reduced order model, and, as a consequence
passivity

12.00 - 12.30

Modeling for Control of an Inflatable Space Reflector, the
Linear 2-D Case
Thomas Voss, Jacquelien M.A. Scherpen

Abstract-In this paper we develop a mathematical
model for the dynamics of a linear plate with piezelectric
actuation. This model can then be used to design doollers
with the goal of achieving a desired shape of thelgie. This
control scheme can be used for several applications.g.,
vibration control in structures or shape control fa high
precision structures like inflatable space reflects. The
starting point of the control design is modeling fo control. We
will do this in the framework of port-Hamiltonian (pH)
modeling, since the pH modeling framework has verynice
properties which can be exploited if one wants to ebign a
controller for a specific task. One property for example is that
it facilitates modeling multi physics systems or stems which
consist of several systems by first modeling all p& separate
and then interconnecting them. This is possible baase any
interconnection of pH systems yields again a pH sisn. Hence,
the pH framework is useful for our multi-domain modeling
purpose.

Stochastic Control - 1
(Invited Session)

Room 13

Organizers: Bozenna Pasik-Duncan, Tyrone E. Duncan
Chair: Bozenna Pasik-Duncan

10.30 - 11.00

Social Certainty Equivalence in Mean Field LQG Control:
Social, Nash and Centralized Strategies
Minyi Huang, Peter E. Caines, Roland P. Malhamé

study social decision problems and
Nash games for a class of linear-quadratic-GaussiafLQG)
models with N decision makers possessing differediynamics.
For the social decision case, the basic objectiveto minimize a
social cost as the sum of N individual costs contahg mean
field coupling, and the exact social optimum
requires centralized information. Continuing from the previous
work (Huang, Caines, and Malhamé, 2009 Allerton
Conference), we develop decentralized cooperative
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optimization so that each agent only uses its owriase and a
function which can be computed off-line.We prove asnptotic

social optimality results with general vector indivdual states
and continuum dynamic parameters. In finding the agmptotic

social optimum, a key step is to let each agent optize a new
cost as the sum of itsown cost and another comporie
capturing its social impact on all other agents. Welso discuss
the relationship between the socially optimal soliwtn and the
so-called Nash Certainty Equivalence (NCE) based saion

presented in previous work on mean field LQG gamesnd for

the NCE case we illustrate a cost blow-up effect duto the

strength of interaction exceeding a certain threshd.

11.00 - 11.30

Idempotent Algorithms for Continuous-Time Stochastic
Control
Hidehiro Kaise, William M. McEneaney

Abstract-Previously, idempotent methods have been foun

to be extremely fast for solution of dynamic
programming equations  associated  with  deterministid
control problems. The original methods exploited te
idempotent (e.g., max-plus) linearity of the assoaied

semigroup operator. However, it is now known that lhe curse-
ofdimensionality-free idempotent methods do not regjre this
linearity, and may be used to solve some classesstbchastic
control problems. The key is the use ofthe idempent
distributive property. This was previously demonstraed for a
class of discrete-time stochastic control problemsHere, we
extend this approach to a class of continuous-timstochastic
control problems.

11.30 - 12.00

Tuning the TCP Timeout Mechanism in Wireless Networks to
Maximize Throughput via Stochastic Stopping Time Methods
George Papageorgiou, John S. Baras

Abstract-We present an optimization problem that aims
to maximize the throughput of a Transmission Control
Protocol (TCP) connection between two nodes in a véless ad-
hoc network. More specifically, a persistent TCP amnection
is established between two nodes that are one hopvay in
a wireless unslotted Aloha network. The optimizatia is over
the TCP timeout period, i.e. the problem is to findthe
optimal waiting period before the TCP sender declare a
timeout event in the absence of a received acknowlgment for
a transmitted packet. The problem is formulated as @a optimal
stopping problem. In the absence of a tractable amgtical
solution to the problem, a numerical method is propsed to
achieve performance improvement of the system.

12.00 - 12.30

Control of Linear Systems with Fractional Brownian Motions
Tyrone E. Duncan, Bozenna Pasik-Duncan

Abstract-In  this paper a control problem for
a multidimensional linear stochastic system with avector of
fractional Brownian motions and a cost functional hat
is quadratic in the state and the control is solved An
optimal control is given explicitly using the (Rienann-
Liouville) fractional calculus and the control is slown to be the
sum of a prediction of the optimal system responséo the
future fractional Brownian motion and the well known
linear feedback control for the deterministic linea-quadratic
control problem. It is noted that the methods to okain an
optimal control extend to other noise processes witcontinuous
sample paths and finite second moments.

=

Algebraic Systems Theory, Behaviors, and
Codes: Recent Approaches to New System
Classes

(Invited Session)

Room 14

Organizers: Eva Zerz, Heide Gliising-Liirssen
Chair: Eva Zerz

10.30 - 11.00

Elimination, Fundamental Principle and Duality for Analytic
Linear Systems of Partial Differential-Difference Equations
with Constant Coefficients

Henri Bourlés, Ulrich Oberst

Abstract-Partial differential-difference equations are
the multidimensional generalization of ordinary dehy-
differential equations. We investigate behaviors ofanalytic
signals governed by equations of this type, i.e.,olgtion
modules of linear systems with constant coefficieatof such
equations, and especially the problems of eliminaih and
duality. The first concerns the question whether themages of
behaviors are again behaviors and in particular theexistence of
solutions of inhomogeneous linear systems which &y the
obvious necessary compatibility conditions. Dualityrefers to
the determination of the module of equations by thdehavior.
Our theory is presently restricted to analytic sigrls because
the proofs make substantial use of the Stein algedr of
multivariate entire functions and of Stein modulesover it, but
the extension to smooth or distributional signalss of course an
important task for the future. We especially provethe validity
of elimination for delay-differential  equations with
incommensurate delays and thus solve, for analytisignals, an
open problem stated by Glusing-Lirssen, Vettori
and Zampieri. Duality is expressed and derived by mans of
the polar theorem for locally convex spaces in dudy.
Gluesing-Luerssen’s rather complete and seminal bekeoral
theory of delay-differential equations with commenarate
delays relies on the fact that the appropriate ringof operators
is a Bezout domain and especially coherent. Coherem of the
relevant rings of operators in the more general sitations is
important, but has not yet been proven. Further cotributors
to the module theoretic or behavioral approach to dlay-
differential equations are Fliess, Habets, Mounier, Rocha,
Willems et al.

11.00 - 11.30

Symmetries, Parametrizations and Potentials of
Multidimensional Linear Systems
Thomas Cluzeau, Alban Quadrat

Abstract-Within the algebraic analysis approach to
linear systems theory, the purpose of this paper i® study how
left D- homomorphisms between two finitely present left D-
modules associated with two linear systems induceatural
transformations on the autonomous elements of thewb
systems and on the potentials of the parametrizatic of the
parametrizable subsystems. Extension of these ressilare also
considered for linear systems inducing a chain ofuscessive
parametrizations.
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11.30 - 12.00

Degree Structures of Polynomial Vector Modules with
Applications to Systems over Fields and Rings
Margreta Kuijper

Abstract—1In this paper we consider polynomial vector
modules, i.e., modules in R[z]?. We are interested in integer
invariants of such modules. In the case that R is a field,
one such integer invariant is the *McMillan degree’’ of
a module. We consider the wellknown statement that the
McMillan degree of a row reduced polynomial matrix equals
the sum of its row degrees. We reformulate this statement as
a relationship between minimal Grobner bases of A under
different monomial orders (POT and TOP). We investigate the
extension of this result to weighted monomial orders and to the
case that R is a finite ring of the type Z,-, where p is a prime
integer and r is a positive integer. These issues are relevant
and fundamental to various applications involving codes and
sequences over Z,r.

12.00 - 12.30

On Periodic Solutions of Linear Difference Equations
Eva Zerz

AbstraceWe  study systems of linear difference
equations with constant coefficients in a commutate quasi-
Frobenius ring F, that is, F is Noetherian and self-injective. For
instance,F could be a field or a residue class ring of thg
integers. Given a positive integerp, we first answer the
following basic questions: Does there exist ap-periodic
solution? When are all solutionsp-periodic? Then we address|
the more interesting question of how to determine andidates
for the period p. We characterize strong autonomy (i.e., finitely|
many initial data) and weak autonomy (i.e., no freevariables),
which are nonequivalent concepts, in general. IF is finite, all
trajectories of a strongly autonomous system evenally
become periodic, and we characterize the case whetlgey are
purely periodic (i.e., no pre-period), as well ashe minimal
period in this case. These methods can be applied
periodically time-varying systems as studied byf
Kuijper/Willems and Aleixo/Polderman/Rocha, and the
question whether ap-periodic system admits (only)p-periodic
solutions can be tackled using the known lifting tehnique to
rewrite a periodic  system as an equivalen
shiftinvariant system.

Geometric Control Theory for Linear Systems-1
(Mini-Course)

Room 15

organizers: Giovanni Marro, Fabio Morbidi, Lorenzo
Ntogramatzidis, Domenico Prattichizzo

10.30 - 12.30

Geometric Control Theory for Linear Systems
Giovanni Marro, Fabio Morbidi, Lorenzo Ntogramatzidis,
Domenico Prattichizzo

Abstract-This paper reviews in a condensed form the
main tools and results of the geometric approach deloped in
the last forty years. Because of the vastness ofethsubject,
this tutorial does not pretend to be exhaustive, ah more
emphasis will be given to selected topics and to ehrelated
computational tools. The authors hope their efforto provide a
unified view of geometric control theory may be préitable to
awake renewed interest in this research field.

Semiplenary Lecture
Room 1

Chair: Michael A. Demetriou

14.00 - 15.00

Dynamic "Magic" Graphs in Cooperative Networked Systems
John S. Baras

Semiplenary Lecture
Room 14

(0)

Chair: Tryphon T. Georgiou

14.00 - 15.00

Orthogonal Rational Functions and Non-Stationary
Stochastic Processes: a Szeg6 Theory

Laurent Baratchart

(based on joint work with L. Golinskii, S. Kupin, M. Olivi and
V. Lunot)

Abstract-We present a generalization of Szegd theory
of orthogonal polynomials on the unit circle to orhogonal
rational functions. Unlike previous results, the ptes of the
rational functions may tend to the unit circle unde smoothness
assumptions on the density of the measure. Just &k the
Kolmogorov-Krein- Szegd theorem may be interpretedas an
asymptotic estimate of the prediction error for stdionary
stochastic processes, the present theory yields asymptotic
estimate of the prediction error for certain, possdly
nonstationary, stochastic processes. The latter adtra spectral
calculus where the time-shift corresponds to multification by
elementary Blaschke products of degree 1 (that rede to
multiplication by the independent variable in the gationnary
case). When the poles of the best predictor tend @ point on
the unit circle where the spectral density is nonze, the
prediction error goes to zero, i.e. the process asymptotically
deterministic.

Semiplenary Lecture
Room 15

Chair: Andrea Gombani

14.00 - 15.00

Mathematical Finance with Heavy-Tailed Distributions
Mathukumalli Vidyasagar

Stochastic Adaptive Systems
(Regular Session)

Room 2

Chair: Mario di Bernardo

15.30 - 16.00
Synchronization and Pinning Control of Networks via

Adaptation and Edge Snapping
Pietro DelLellis, Mario di Bernardo, Maurizio Porfiri

Abstract-In this paper, we propose novel adaptive
pinning control strategies for synchronization of omplex
networks. The novelty of theses approaches is the autive
selection of pinned nodes along with the fully deogralized
adaptation of the coupling and control gains. The féectiveness
of the proposed strategies is validated with numecal
simulations on a testbed example.
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16.00 - 16.30

Networked Adaptive Model Predictive Control
Jodo M. Lemos

Abstract-This paper presents a neighborhood base
networked predictive adaptive controller that is sitable for
control of multivariable systems made of subsystemghat
interact sequentially and on its demonstration usig
simulations in a detailed nonlinear model of a watedelivery
canal. Furthermore some convergence properties of he
adaptive algorithm are proved.

According to the approach followed, the overall sysm is
decomposed in local systems. To each local system,loaal
adaptive predictive controller that manipulates its input is
associated. In order to improve the overall performance,
communication between local controllers is providedhrough
feedforward terms from adjacent local systems.

16.30 - 17.00
Approximate Solution to Nonlinear Optimal Regulator

Problem Using Quantum and Stochastic Theories
Yuki Nishimura, Yuji Wakasa, Kanya Tanaka

AbstractThis paper proposes a new constraction schem
of nonlinear optimal regulator by using two methods
Nishimura and Yamashita has introduced the method fo
obtaining approximate Lyapunov functions for determnistic
and stochastic systems, which is based on
apporximation with directions and quantization of Markov
processes. On the other hand, Itami has proposedehmethod
replacing the problem of obtaining nonlinear optimd
regulators by the issue of solving Schrédinger eqtians. We
combine above two schemes for constructing our nemethod.

17.00 - 17.30

A New Unscented Kalman Filter with Higher Order Moment-

Matching

Ksenia Ponomareva, Paresh Date, Zidong Wang
Abstract-This paper is concerned with filtering

nonlinear multivariate time series. A new approximae

Bayesian algorithm is proposed which generates sateppoints
and corresponding probability weights that match eactly the
predicted values of average marginal skewness andvexage
marginal kurtosis of the unobserved state variablesn addition
to matching their mean and the covariance matrix. Tk
performance of the algorithm is illustrated by an enpirical
example of yield curve modelling with real financih market
data. Results show an improvement in accuracy in ceparison
with extended Kalman filter (EKF) and traditional unscented
Kalman filter (UKF).

Algebraic Systems
(Regular Session)

Room 3

Chair: Tobias Briill

15.30 - 16.00
Linear Quadratic Optimal Control, Dissipativity, and Para-

Hermitian Matrix Polynomials
Tobias Brdll

Abstractn this paper we will look at two results in whicha
special para-Hermitian matrix polynomial appears in
linear quadratic systems theory. The first result castitutes the
first step in a dissipativity check. The second redt shows
that dissipativity is equivalent to the solvability of the
infinitehorizon linear quadratic optimal control pr oblem and
that its solutions are given by the behavior speddd by the

differeng¢

used to derive efficient eigenvalue methods for lear first-
order statespace systems.

16.00 - 16.30

I Algebraic Properties of Riccati Equations
Ruth F. Curtain

Abstract—In this paper we examine the question
when the LQR Riccati equation for matrices with
components in a subalgebra A of L£(H), where H
is a Hilbert space, will have a unique nonnegative
exponentially stabilizing solution with components in
2. We give counterexamples to results claimed in the
literature and some positive results for 2 x 2 matrices.
In addition, we pose a conjecture and an algebraic
problem.

16.30 - 17.00

Parametrization of Stabilizing Controllers with Fixed
Precompensators
Kazuyoshi Mori

Abstract-In  the framework of the factorization
eapproach, we give a parameterization of a class atabilizing
controllers. This class is characterized by some f&d strictly
causal precompensators. As applications, we presenthe
parameterization of all causal stabilizing controlérs including
the some fixed number or more integrators, and the
parameterization of all strictly causal stabilizing controllers
which has the some fixed number or more delay opetars.

17.00 - 17.30

Output Regulation of Distributed Parameter Systems with
Time-Periodic Exosystems
Lassi Paunonen, Seppo Pohjolainen

Abstract-In this paper the output regulation of a
linear distributed parameter system with a nonautommous
periodic exosystem is considered. It is shown thathe
solvability of the output regulation problem can be
characterized by an infinite- dimensional Sylvestedifferential
equation. Conditions are given for the existence & controller
solving the regulation problem along with a methodfor its
construction.

New Mathematical Methods in Multidimensional
Systems Theory - 3
(Invited Session)

Room 4

Organizers: Alban Quadrat, Thomas Cluzeau
Chair: Alban Quadrat

15.30 - 16.00

Conley Index Theory
Mohamed Barakat, Stanislaus Maier-Paape

Abstract-Conley’s index theory provides powerful tools
to prove either the existence or the nonexistence f o
connecting orbits between equilibria of the dynamial systems
under consideration. Conley’s idea was to relate #hlocal and
the global topological properties of the dynamicasystem by an
algebraic object called the connection matrix. Thetsucture of
this matrix imposes serious restrictions on the pasble
configurations of local and global topological data These
restrictions can now be utilized to derive unknownproperties
of the system out of known ones.

special para-Hermitian matrix polynomial. The results can be
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16.00 - 16.30

The Significance of Gabriel Localization for Stability and
Stabilization of Multidimensional Input/Output Behaviors
Ulrich Oberst

Abstract-Serre (1953) was the first who considered
categories of groups up to negligible ones, neglility
being determined by the considered context. Gabrieln his
thesis (1962) developed this idea into a completdebry of
guotient categories, rings and modules which is ded
Gabriel localization. This theory was nicely exposk by
Stenstrém (1975). The author has recently observedhdt this
theory is avaluable tool for stability and stabilzation of
multidimensional behaviors where a finitely generagd
multivariate  polynomial torsion module is considerel
negligible if its characteristic variety has pointsin a preselected
stability region only or, equivalently, if its assaciated
autonomous behavior is stable, i.e., has polynomiakponential
solutions with frequencies in this stability regiononly. Via the
Integral Representation Formula of Ehrenpreis/Palamdov
corresponding properties hold for all trajectories of the
behavior. In the one-dimensional standard cases didity
signifies asymptotic stability. In our approach to output
feedback stabilization of multidimensional systemalmost
direct decompositions, i.e., direct sum decompogitns up to
negligible modules, are essential. Quadrat had ohsed the
significance of direct sum decompositions
stabilization theory. These decompositions are usugl hidden
in coprime factorizations of transfer matrices whid, however,
do not always exist. Bisiacco, Valcher and Napp Allestudied
almost direct decompositions for two-dimensional dgnomial
modules and behaviors, but without using localizatin theory.
This paper explains Gabriel's localization and quognt
modules and their use in multidimensional stabilizdon theory.
It also contains a new algorithm for the computatio of the
(Gabriel) quotient module of a finitely generated orsionfree
module over a multivariate polynomial ring. This algorithm
can also be used for the computation of Wems closures of
such modules and thus generalizes work of ShankaBasane,
Napp Avelli, van der Put et al.. It is also usefulfor the
computation of the purity filtration of a finitely generated
polynomial torsion module which is the subject of Brakat's
talk at this conference where also the history othis filtration is
discussed. The author gratefully acknowledges finarad
support of the Austrian FWF.

16.30 - 17.00

Purity Filtration and the Fine Structure of Autonomy
Mohamed Barakat

in

Abstract— This paper announces a constructive setup for
homological algebra (of categories of finitely presented modules)
in which the CARTAN-EILENBERG resolution of complexes and
a particular GROTHENDIECK spectral sequence can be used to
compute the purity filtration of a module M (associated to a
system >). The purity filtration yields the fine structure of the
torsion submodule of M, which corresponds to the autonomous
part of the system X obstructing its controlability.

17.00 - 17.30

Controlled Invariant Varieties of Polynomial Control
Systems
Eva Zerz, Sebastian Walcher, Fadime Glgli

Abstract-We study input-affine control systems with
polynomial nonlinearity. A variety V is said to be controlled
invariant if there exists a feedback law of polynmial type that
causes the closed loop system to have V as an it variety,
which means that any trajectory starting in V will remain
there for all times. Using the theory of Grébner lses, we sho
(under certain conditions on the given representén of V)
how to constructively decide whether a given vartg is
controlled invariant for a given system, and if sp how to

determine all feedback laws achieving the task.

Real Algebraic Geometry and Applications - 3
(Invited Session)

Room 6

Organizers: William J. Helton, Pablo Parrilo
Chair: William J. Helton

15.30 - 16.00

A Class of Forms which are PSD iff are SOS
Carla Fidalgo, Alexander Kovacec

By a diagonal minus tail form (of even degree) we under-
stand a real homogeneous polynomial F(x1,...,x,) = F(x) =
D(x)— T'(x), where the diagonal part D(x) is a sum of terms
of the form b;x,—ld with all 5; > 0 and the 7ai/ 7(x) a sum
of terms a,-l,-:___,-n,\jll..;.\'f;’ with aj 4,4, > 0 and at least two
iv > 1. We show that an arbitrary change of the signs of
the tail terms of a positive semidefinite diagonal minus tail
form will result in a sum of squares (sos) of polynomials. The
work uses Reznick’s theory of agiforms [Re] and gives easily
tested sufficient conditions for a form to be sos; one of these
is piecewise linear in the coefficients of a polynomial and
reminiscent of Lassere’s recent conditions [La] but proved
in a completely different manner.

16.00 - 16.30

Positivity in Power Series Rings
Salma Kuhlmann

Abstract-We extend and generalize the results of
Scheiderer (2006) on the representation of polynomis
nonnegative on two-dimensional basic closed semialgaic
sets. Our extension covers some situations whereettdefining
polynomials do not satisfy the transversality condion. Such
situations arise naturally when we consider semia&braic sets
invariant under finite group actions.

16.30 - 17.00

Relationship between Nonnegative Forms, Convex Forms
and Sums of Squares: Faces and Volumes
Grigoriy Blekherman

Abstract-Sums of Squares (SOS) relaxations are often
used as a substitute for testing whether a polynomi is
nonnegative. Testing whether a polynomial is SOS & Semi-
definite Programming problem and thus computationaly
tractable. We use techniques from convex geometry tstudy
the relationship between sums of squares and non-getive
polynomials. We will present results about the boudary
structure and quantitative relationship between SOSand non-
negative polynomials, which allow us to understanthe quality
of SOS relaxations. We use similar techniques to sty the
relationship between convex and non-negative form#lthough
we show that there exist convex forms that are nasums of
squares, there are currently no explicit examples.

17.00 - 17.30
Semidefinite Representation of Convex Hulls of Rational

Varieties
Didier Henrion

Abstract-Using elementary duality properties  of
positive semidefinite moment matrices and polynomlasum-of-
squares decompositions, we prove that the convex lhuof
rationally parameterized algebraic varieties is seidefinite
representable (that is, it can be represented as @ojection of
an affine section of the cone of positive semidefia matrices)
in the case of (a) curves; (b) hypersurfaces parareized by
quadratics; and (c) hypersurfaces parameterized bybivariate
quartics; all in an ambient space of arbitrary dimension.
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Operator Theoretic Approaches to DPS
(Invited Session)

Room 7

Organizer: George Weiss
Chair: George Weiss

15.30 - 16.00

Operator Splitting and Evolution Equations
Andras Batkai, Petra Csomos, Balint Farkas, Klaus-Jochen
Engel, Gregor Nickel

16.00 - 16.30

The Weiss Conjecture and Katos Method for the Navier-
Stokes Equations
Bernhard H. Haak, Peer Chr. Kunstmann

Abstract-We investigate Kato’s method for parabolic
equations with a quadratic non-linearity in an abstact form.
We extract several properties known from linear syems
theory which turn out to be the essential ingrediets for the
method. We give necessary and sufficient conditiorfer these
conditions and provide new and more general proofdased on
real interpolation. In application to the Navier-Stokes
equations, our approach unifies several results kwen in the
literature, partly with different proofs.

16.30 - 17.00

The Reciprocal Symmetry in State/Signal Systems in
Continuous Time
Olof J. Staffans

Abstract-The notion of reciprocity is well-known in
circuit theory: if a linear passive time-invariant circuit does
not contain any gyrators, then it is reciprocal in the
standard input/state/output sense, i.e., the impedae and
conductance transfer functions are congruent to the adjoints.
Here we extend this notion to the class of all (psibly infinite-
dimensional) state/signal systems in continuous tien

17.00 - 17.30
An Hg Calculus of Admissible Operators
Hans Zwart

Abstract— Given a Hilbert space and the generator A of
a strongly continuous, exponentially stable, semigroup on this
Hilbert space. For any ¢(—s) € M. we show that there
exists an infinite-time admissible output operator g(A). If g is
rational, then this operator is bounded, and equals the “normal”
definition of g(A). In particular, when g(s) = 1/(s + o), a €
T, then this admissible output operator equals («/ — A)~".

Although in general g(A) may be unbounded, we always have
that g(A) multiplied by the semigroup is a bounded operator
for every (strictly) positive time instant. Furthermore, when
there exists an admissible output operator C' such that (C, A}
is exactly observable, then g(A) is bounded for all g’s with
g(—s) € He

Treatable H2 Optimization for Infinite-
Dimensional Systems
(Invited Session)

Room 8

Organizers: Yoshito Ohta, Leonid Mirkin
Chair: Yoshito Ohta

15.30 - 16.00

H?2 Performance on Multiple Preview Compensation and
Internal State Setting
Akira Kojima, Kazuki Yokoyama

Abstract-For a generalized H2 preview control
problem which includes the command of partial statesetting, a
design method of the preview control law is claritd. The
result stated here covers H2 multiple preview contsl problems
and enables us to derive a compensation law for tigal control
systems. The feature of the preview compensation lavis
illustrated with a design example of preview servenechanism.

16.00 - 16.30

On the H2 Two-Side Model Matching Problem with Preview
Maxim Kristalny, Leonid Mirkin

AbstractThe H2 optimization problem with preview
and asymptotic behavior constraints is considerechia general
twoside model matching setting. The solution is obtaed in
terms of two constrained Sylvester equations, assated with
asymptotic behavior, and stabilizing solutions ofwo algebraic
Riccati equations. The Riccati equations do not depe on the
preview length, yet are affected by asymptotic behéor
constraints and are thus different from the standad H? Riccati

equations arisingin  problems with no steady-state
requirements or in one-side problems.
16.30 - 17.00

Optimal Signal Reconstruction from a Series of Recurring
Delayed Measurements
Gjerrit Meinsma, Leonid Mirkin

Abstract-The modern sampled-data approach provides
ageneral methodology for signal reconstruction. Tis
paper discusses some implications for optimal sigha
reconstruction when a series of recurring measurenms, some
delayed, are available for the reconstruction.

17.00 - 17.30
A Unified Solution of a Class of Continuous/Discrete-Time

H2 Control
Kotaro Hashikura, Yoshito Ohta

Abstract-Explicit solutions for the H2 control problem for
systems with non-minimum phase property at the inpusuch as
input time-delay systems attract the interest of
many researchers. The existing solution method canhbe seen
as anatural generalization of closed-loop reductio of the
finitedimensional standard H2? problem. We give themethod
of solving two-block problems twice based on analis of a
statespace representation. The implication of the ethod is
that the optimal controller of Smith form is obtained directly
inboth  continuous- and discrete-time systems. The
truncation operator introduced in the literature is utilized in
solving the problem. We propose an alternative defition that
is consistent for both continuous- and discrete-tim cases.
Furthermore, we show that the new definition is moe
appropriate to characterize the optimal control cos



List of Abstracts

Systems on Graphs
(Regular Session)

Room 9

Chair: Giacomo Como

15.30 - 16.00

Persistence of Disagreement in Social Networks
Daron Acemoglu, Giacomo Como, Fabio Fagnani, Asuman
Ozdaglar

Abstract-Disagreement among individuals in a society|
even on central questions that have been debated fcenturies,
is therule; agreement is the rare exception. How am
disagreement of this sort persist for so long? Existg models of
communication and learning, based on Bayesian or me
Bayesian updating mechanisms, typically lead to ceensus
provided that communication takes place over a stmgly
connected network.

We analyze a stochastic model of communicatio
combined with the assumption that there are some tabborn”
agents in the economy who never change their opims. We
show that the presence of these stubborn agents tka to
persistent disagreements among the rest of the seti—
because different individuals are within the “sphee of
influence” of distinct stubborn agents and are inflenced to
varying degrees. Under general conditions, there isno
convergence to a consensus. Instead, the expectetbss-
sectional distribution of beliefs in society conveges (in
distribution), and generally, the opinion of a sinde individual,
and in fact that of the whole society, potentiallfluctuates
forever. This model provides a new approach to undetanding
persistent disagreements, and in the process, inlaces new
tools for the analysis of opinion formation and cogsensus
models.

16.00 - 16.30

Efficient Communication Infrastructures for Distributed
Control and Decision Making in Networked Stochastic
Systems

John S. Baras, Pedram Hovareshti

Abstract+n networked systems, groups of agents
achieve certain objectives via interaction at locdkevels in a
decentralized manner. The performance of such systesis
determined by the communication infrastructure of he
network as well as the system dynamics. The interdepdence
of agents in a networked system is often modeled lgyaphs.
We study the interdependence of communication and
collaboration graphs in a networked system in theantext of a
coordination control and decision making problemsWe model
the decision on whether to cooperate or not in a gup effort as
a result of a series of two-person games betweereags and
their neighbors. The payoff of each agent is compudeas the
sum of the agent’s payoffs from each of these game&ince
coordination games have more than one equilibrium qint, the
problem is then which equilibrium point will the agents choose
and whether they will settle on a Pareto-optimal egjlibrium
point. We consider a behavior learning algorithm aud study its
effect on the emergence of a collaboration graph. @also study
the effect of the communication network topology othe
convergence speed of the scheme.

16.30 - 17.00

Spread of Epidemics in Time-Dependent Networks
Vahid S. Bokharaie, Oliver Mason, Fabian Wirth

Abstract-We consider SIS models for the spread o
epidemics. In  particular we consider the so called
nonhomogeneous case, in which the probability of fection
and recovery are not uniform but depend on a neightrhood
graph which describes the possibility of infectionbetween
individuals. In addition it is assumed, that infecion, recovery

change with time. Using the concept of the joint setral radius
of a family of matrices conditions are provided th& guarantee
robust extinction of the epidemics.

17.00 - 17.30

On Robust Stability of the Belief Propagation Algorithm for
LDPC Decoding

Bjorn S. Rliffer, Peter M. Dower, Christopher M. Kellett,
Steven R. Weller

Abstract-The exact nonlinear loop gain of the belief
propagation algorithm (BPA) in its log-likelihood ratio
(LLR) formulation is computed. The nonlinear gains fa
regular lowdensity parity-check (LDPC) error correcting codes
can be computed exactly using a simple formula. lis shown
that in some neighborhood of the origin this gaind actually
much smaller than the identity. Using a small-gairargument,
this implies that the BPA is in fact locally inputto-state
stable and produces bounded outputs for small-in-nmon input
LLR vectors. In a larger domain the algorithm produces at
N least bounded trajectories. Further it is shown thg as the
block length increases, these regions exponentiakjrink.

17.30 - 18.00

The PABTEC Algorithm for Passivity-Preserving Model
Reduction of Circuit Equations
Tatjana Stykel, Timo Reis

Abstract-We present a passivity-preserving balanced
truncation model reduction method for circuit equatons
(PABTEC). This method is based on balancing the soluains of
the projected Lur'e equations and admit computable eor
bounds. We show how the topological structure of wiuit
equations can be exploited to reduce the computatial
complexity of the presented model reduction method.

Applications of Differential Geometry
(Regular Session)

Room 10

Chair: Markus Schéberl

15.30 - 16.00

System Parametrization Using Affine Derivative Systems
Markus Schéberl, Karl Rieger, Kurt Schlacher

Abstract-In this paper we discuss the constructive
calculation of a flat system parametrization for nalinear
implicit control systems which are quasilinear in he derivative
coordinates. The proposed scheme is based on the s&sive
reduction of derivative variables and the eliminaton of non-
derivative variables. A key challenge is the derition of a
procedure that maintains the quasi-linearity also m the
elimination steps, since this is beneficial for thesubsequent
reductions. Two examples demonstrate the applicabili of the
suggested methods.

16.00 - 16.30

Impulsive Transfer of Elliptical Orbits for Consensus of Two
Spacecraft with Conservation of System Areal Velocity
Kazunori Furusawa, Tomohisa Hayakawa

Abstract-A consensus control framework for two
spacecraft traveling around the earth on elliptical orbits is
developed. The control inputs are assumed to be imfsive and
achieves a consensus state of the two spacecrafthav¢ontrol
instants at most twice under the condition that thetotal
angular momentum is conserved. We show an illustrate
numerical example to demonstrate efficacy of the mposed
approach.

probabilities as well as the interconnection struatre may
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16.30 - 17.00

Integrability and Optimal Control
Claudiu C. Remsing

Abstract-This paper considers left-invariant control
affine systems evolving on matrix Lie groups. Any [
invariant optimal control problem (with quadratic ¢ ost) can be
lifted, via the celebrated Maximum Principle, to aHamiltonian
system on the dual of the Lie algebra of the underigg state
space G. The (minus) Lie-Poisson structure on the duispace
g* is used to describe the (normal) extremal curves. @nplete
integrability of (reduced) Hamiltonian dynamical systems is
discussed briefly. Some observations concerning Gasr
functions and the case of semisimple (matrix) Lie gups are
made. As an application, a drift-free left-invariart optimal
control problem on the rotation group SO (3) is inestigated.
The reduced Hamilton equations associated with an &emal
curve are derived in a simple and elegant manner. iRally,
these equations are explicitly integrated by Jacobielliptic
functions.

17.00 - 17.30

Accessibility and Observability for a Class of First-Order PDE
Systems with Boundary Control and Observation
Karl Rieger, Kurt Schlacher

Abstract-A  group-theoretical approach is wused to
tackle both the problem of local accessibility andbservability
along a trajectory for a class of first-order PDE sgtems with
boundary control and observation. Based on an intnsic
formulation including boundary terms (local) criteria are
derived in form of equivalence problems, where exience
and/or non-existence of (pointwise) transformatiorgroups and
their invariants is related to (non-)observability and/or (non-)
accessibility of PDE systems, respectively.
demonstrate the theory and results.

Structured Non-Linear Systems
(Regular Session)

Room 11

Chair: LaszI6 Gerencsér

15.30 - 16.00

Change Detection for Hidden Markov Models
LaszIé Gerencsér, Cecilia Prosdocimi

Abstract-Hidden Markov Models (HMM-s) are widely
used in a number of application areas. In this pape we
consider the problem of detecting changes in the atistical
pattern of a hidden Markov process. We adapt the soalled
Hinkley-detector that was first introduced for independent
observations. Assuming that the dynamics before andfter the
change is known, we are lead to the problem of analing the
Hinkley-detector with an L-mixing input. It is shown that,
under suitable technical conditions, the output proess is alsg
L- mixing. The result yields a rigorous upper bound ér the
falsealarm frequency. The limitations and potentialsof the
result will also be discussed.

16.00 - 16.30

Three Dimensional Multi-Scale Modeling of Brain Tumor
Progression

Francisco Gamaliel Vital-Lopez, Costas D. Maranas,
Antonios Armaou

AbstractWe present a mathematical agent-base
model that describes tumor progression as the outote of the
collective behavior of individual tumor cells, whih is
determined by capturing the interplay between the

Examplés

temporal-spatial distribution of key biochemical cles (e.g.,
nutrients, growth factors). The distribution of nutrients
depends on a vascular network mimicking the structre of the
actual brain white matter. Computational bottlenecks
associated with the large number of cells and theokition of
PDEs in a 3-D domain are addressed by using an intsi
adaptive tabulation (ISAT) technique and a multi-grid method,
respectively. The model is used to simulate the egrktages of
tumor development, before the onset of tumor-induak
angiogenesis.

16.30 - 17.00

Global Analysis of Firing Maps
Alexandre Mauroy, Julien M. Hendrickx, Alexandre
Megretski, Rodolphe Sepulchre

AbstractIn this paper, we study the behavior of
pulsecoupled integrate-and-fire oscillators. Each szillator is
characterized by a state evolving between two thresld values.
As the state reaches the upper threshold, it is res to the
lower threshold and emits a pulse which incrementsy a
constant value the state of every other oscillator.

The behavior of the system is described by the so-
called firing map: depending on the stability of tke firing
map, an important dichotomy characterizes the behder of
the oscillators (synchronization or clustering). Thefiring map
is the composition of a linear map with a scalar nainearity.

After briefly discussing the case of the scalar fing
map (corresponding to two oscillators), the stabity analysis
is extended to the general n-dimensional firing map(for
n+1 oscillators). Different models are considered ldaky
oscillators, quadratic oscillators,...), with a paticular emphasis
on the persistence of the dichotomy in higher dimesions.

17.00 - 17.30

Intraoperative Prediction of Tumor Cell Concentration from
Mass Spectrometry Imaging

Vandana Mohan, Ivan Kolesov, Ferenc A. Jolesz, Nathalie
Y.R. Agar, Allen R. Tannenbaum

Abstract-This work is motivated by the problem of
accurately locating tumor boundaries during brain tumor
surgery. Currently, such boundary is typically locdized using
preoperative images and neuronavigation tools. Wtsl
improved prognosis is associated with minimal resigal tumor,
an added challenge arises in surgical-decision maig to
completely excise the tumor and preserve eloquenbitex. We
propose that an objective assessment of patterns tafmor cell
concentration will help in performing this boundary location
by identification oflocal minima of the tumor cell
concentration as tumor boundaries. In this work, weaim to
relate the mass spectrometry data - acquired from igsue
sections by the Desorption Electrospray lonization BESI)
approach to histopathological scores of tumor ckl
concentration (as evaluated by the neuropathologyxeert),
towards demonstrating that a system can be trainedpriori on
available tissue samples with known scores, and cée used
intraoperatively as an integrated DESI probe to predtt the
score of the tissue under analysis. We apply the
Relevance Vector Machine technique towards learninga
"model” that allows us to estimate the tumor cell oncentration
given the mass spectra. We quantify the performancef this
model by testing the framework on real mass spectmetry
data acquired from brain tumors (gliomas) of different grades
and subtypes with promising results in prediction,and further
i motivate its intraoperative application.

intracellular signaling pathways (e.g., MAPK pathwg) and the
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Stochastic Control - 2
(Invited Session)

Room 13

oOrganizers: Bozenna Pasik-Duncan, Tyrone E. Duncan
Chair: Tyrone E. Duncan

15.30 - 16.00

Convergence Rates of Markov Chain Approximation Methods
for Controlled Regime-Switching Diffusions with Stopping
Qingshuo Song, George Yin

Abstract-This work summarizes our recent work on rates of
convergence of Markov chain approximation methodsg
for controlled switching diffusions, in which both continuous
dynamics and discrete events coexist. The discretevemts
are formulated by continuous-time Markov chains to
delineate random environment and other random factes that
cannot be represented by diffusion processes. Thest function
is over an infinite horizon with stopping times andwithout
discount. The paper demonstrates how to use a probuistic
approach for studying rates of convergence. Althouy there
have been significant developments in the literatw using PDE
(partial differential equation) methods to approximate
controlled diffusions, there appear to be yet any BE results to
date for rates of convergence of numerical solutian for
controlled switching diffusions to the best of ourknowledge.
Moreover, in the literature, to prove the convergepe using
Markov chain approximation methods for control problems
involving cost functions with stopping (even for uoontrolled
diffusion without switching), an assumption was usgto avoid
the socalled tangency problem. By modifying the vak
function, we demonstrate that the anticipated tangecy
problem will notarise in the sense of convergencen
probability and convergence in L1.

16.00 - 16.30
Existence of Strict Optimal Controls for Long-Term Average

Stochastic Control Problems
Francois Dufour, Richard H. Stockbridge

Abstract-Convexity conditions are identified under
which optimal controls in the class of strict contols exist for a
large class of stochastic processes under a longreaverage
criterion in the presence of hard and/or soft consaints. The
result adapts a similar result obtained by Haussmam and
Lepeltier (1990) for a controlled diffusion under a mixed
optimalstopping/ finite-horizon/first-exit criterio n. The
approach taken in this paper is to utilize an equialent linear
programming formulation of the control problem. These
results apply tocontrolled processes such as diffions,
Markov chains, simple Markov jump processes, diffu®ns with
jumps, regimeswitching diffusions and solutions to Lévy
stochastic differential equations.

16.30 - 17.00

The Benes-Problem and Related Problems Revisited
Kurt L. Helmes, Richard H. Stockbridge

AbstractWe show how the BeneS-Problem, i. e. th
problem of how to choose a nonanticapting control qocess u
whose absolute value is bounded by 1 such that theecond
moment at time T of the controlled diffusion proces X with
drift process u is as small as possible, can be watl by
analyzing a special entry-and-exit problem. A chareterization
of the optimal strategy of general entry-and-exit poblems can
be phrased in terms of a finite-dimensional nonliner
optimization problem. This nonlinear optimization problem
can be solved explicitly for the case of switchingontrols of
Brownian motion with a quadratic cost function of the state.
The explicit solution is an essential ingredient oh new proof of
the Benes-Problem as well as related problems.

17.00 - 17.30

Calculus of Expected Present Value Operators and
Comparative Statics in Real Option Theory
Svetlana Boyarchenko, Sergei Levendorskii

Abstract-The paper provides a general framework for
study of impact of various policy interventions oninvestment
decisions of firms in a regime-switching environmen The
underlying uncertainty is modeled as a Markov-moduhted
Brownian motion with embedded jumps or more general
process with i.i.d. increments. Not only charactestics and type
of a process depend on a state but the riskless eatind profit
flow as well. In each state, the profit flow is ararbitrary non-
decreasing function of the underlying process, whitallows for
profit flows with caps and floors, different level of taxation at
different levels of profits, etc. Different levelsof the riskless
rate can be used to model stochastic interest ratesThe
formulas for the value functions and investment thesholds in
different states allow for comparative statics. Asan example,
we study how the investment thresholds, firm's vales and
output levels depend onthe floor for the output pice. We
design an efficient numerical procedure for calculdon of the
investment thresholds and value functions and theiderivatives
of order 1. The procedure does not involve numerical
integration, and the derivatives are calculated asccurately as
the thresholds and value functions themselves.We ais
numerical examples to study the dependence of intesent
thresholds on the floor, transition rates and inteest rate
uncertainty.

Finite Geometry and Network Codes
(Invited Session)

Room 14

e

Organizers: Joachim Rosenthal, Marcus Greferath
Chair: Joachim Rosenthal

15.30 - 16.00

Two-Intersection Sets in Projective Hjelmslev Spaces
Thomas Honold

Abstract-A set S of points in a finite incidence structure
is said to be a two-intersection set if there arenfegersa < b
such that S meets every block in either or b points (and both
a, bactually occur as intersection numbers). For point
hyperplane designs of the classical geometries BG q) such
sets have been studied extensively and related tother
combinatorial objects (maximal arcs, two-weight cods,
strongly-regular graphs, partial difference sets).In this paper
two-intersection sets in the coordinate projectiveHjelmslev
geometries PHQk,R) over finite chain rings R of length 2 are
investigated along similar lines.

16.00 - 16.30
Construction of Codes for Network Coding

Andreas-Stephan Elsenhans, Axel Kohnert, Alfred
Wassermann

Abstract-Based on ideas of Kétter and Kschischang [6] we
use constant dimension subspaces as codewords imetwork.
We show a connection to the theory of g-analoguesf @
combinatorial designs, which has been studied in Jlas a
purely combinatorial object. For the construction d network
codes we successfully modified methods (construatiowith
prescribed automorphisms) originally developed forthe g-
analogues of a combinatorial designs. We then give special
case of that method which allows the constructionfmetwork
codes with a very large ambient space and we alslosv how to
decode such codes with a very small number of opéians.
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16.30 - 17.00

Linear Codes from Projective Spaces
Michel Lavrauw, Leo Storme, Geertrui van de Voorde

Abstract— The finite projective space PG(n,q), ¢ = p", p
prime, 2 > 1, is also investigated from a coding-theoretical
point of view. The linear code C,,(n,q) of s-spaces and ¢-
spaces in a projective space PC(n,q), ¢ = p", p prime, h > 1,
is defined as the vector space spanned over F, by the rows of
the incidence matrix of s-spaces and ¢-spaces. This linear code
can be investigated purely for its coding-theoretical importance,
but the properties of this linear code are also of interest for the
finite projective space PG(n, g) itself. Some of the best results
on substructures of finite projective spaces PG(n, ¢) have been
obtained by using their corresponding codes. Recently, there has
been a new incentive on the study of the minimum distance of
these linear codes and their duals. In this paper, we summarize
what is currently known about the minimum distance and small
weight codewords of these linear codes and their duals.

17.00 - 17.30
On the Normality of (Non-Mixed and Mixed) Optimal

Covering Codes
Gerzson Kéri

Abstract-According to the experiences, it is a known fac
that some essential features of normal codes are itpidifferent
for binary and for non-binary codes. After giving some
explanation concerning this observation by referrig to an old
conjecture with its partial proof, its possible exénsions and
restrictions, and by giving some counterexamples iection 3,
subsequently an interesting inequality between theninimum
distance and covering radius of normal codes is egpnded in
Section 4, which provides a lucid explanation forhe observed
dissimilarity between the behavior of binary and na-binary
codes.

Geometric Control Theory for Linear Systems-2
(Mini-Course)

Room 15

Organizers: Giovanni Marro, Fabio Morbidi, Lorenzo
Ntogramatzidis, Domenico Prattichizzo

15.30 - 17.30

Geometric Control Theory for Linear Systems
Giovanni Marro, Fabio Morbidi, Lorenzo Ntogramatzidis,
Domenico Prattichizzo

Friday, 9 July

Plenary Lecture
Room 1

Chair: Jan H. van Schuppen

09.00 - 10.00

From Qualitative to Quantitative Models of Gene Regulatory
Networks in Bacteria
Hidde de Jong

Distributed Parameter Systems III: Optimal
Control
(Invited Session)

Room 1

Organizers: Birgit Jacob, Michael A. Demetriou, Miroslav
Krstic, Kirsten Morris, Hans Zwart
Chair: Hans Zwart

10.30 - 11.00

Representation of Solutions of Riccati Equations for Well-
Posed Systems
Mark R. Opmeer, Orest V. Iftime

AbstractWe give a representation of self-adjoint
solutions of the control Riccati equation of a welposed linear
system. Atthis level of generality the appropriateRiccati
equation is an integral Riccati equation. We assuméhat the
Riccati equation has a strongly stabilizing and atsongly anti-
stabilizing solution, and that the difference of tlese two
solutions is coercive. We further assume that thencontrolled
dynamics are given by astrongly continuous group.Our
representation is in terms of invariant subspaces fo the
stabilizing closed-loop semigroup.

11.00 - 11.30

LQ-Optimal Control for a Class of Time-Varying Coupled
PDEs-ODEs System

Amir Alizadeh Moghadam, Ilyasse Aksikas, J. Fraser Forbes,
Stevan Dubljevic

Abstract-This contribution addresses the development of
a Linear Quadratic Regulator (LQR) for a set of time-
varying hyperbolic PDEs coupled with a set of time-arying
ODEs through the boundary. The approach is based onna
infinitedimensional Hilbert state-space realization of the
system and operator Riccati equation (ORE). In ordetto solve
the optimal control problem, the ORE is converted toa set of
differential and algebraic matrix Riccati equations The
feedback gain can thenbe found by solving the reking
matrix Riccati equations. The control policy is appled to a
system of continuous stirred tank reactor (CSTR) anda plug
flow reactor (PFR) in series and the controller peformance is
evaluated by numerical simulation.

11.30 - 12.00

Design of Optimal Deterministic Output Estimators for
Distributed Parameter Systems
Jochem Vissers, Siep Weiland

Abstract-This paper considers the optimal B

estimation problem for infinite dimensional systemswith finite
dimensional outputs. It is shown that this problenis equivalent
to a dual problem that allows an interpretation asa standard
Linear Quadratic optimization problem for an infinit e
dimensional system. A solution to the latter problm is derived
which, in turn solves the optimal estimator problem
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12.00 - 12.30

Linear-Quadratic Differential Games Revisited
Michel C. Delfour

Abstract-This paper revisits the pioneering work of
P.Bernhard [2] on two-person zero-sum linear quadaitic
differential games and generalize it to utility furctions
without positivity assumptions on the matrices actig on the
state variable and to linear dynamics with boundedneasurable
data matrices. The paper specializes to state feeattk via
Lebesgue measurable affine closed loop strategiesthvpossible

non L* integrable singularities. It first deals with L*integrable
closed loop strategies and then with the larger faily of

strategies that may have non f-integrable singularities.

Realization and Information
(Regular Session)

Room 2

Chair: Charalambos D. Charalambous

10.30 - 11.00

Rate Distortion Function for a Class of Relative Entropy
Sources

Farzad Rezaei, Charalambos D. Charalambous, Photios A.
Stavrou

Abstract-This paper deals with rate distortion or
source coding with fidelity criterion, in measure paces, for a
class of source distributions. The class of sourddistributions
is described by a relative entropy constraint set étween the
true and a nominal distribution. The rate distortion problem
for the class is thus formulated and solved using imimax
strategies, which result in robust source coding wh fidelity
criterion. It is shown that minimax and maxmin strategies can
be computed explicitly, and they are generalizatiom of the
classical solution. Finally, for discrete memoryles uncertain
sources, the rate distortion theorem is stated forthe class
omitting the derivations while the converse is devied.

11.00 - 11.30

Stochastic Realization of Binary Exchangeable Processes
Lorenzo Finesso, Cecilia Prosdocimi

Abstract-A discrete time stochastic process is calle
exchangeable if its n-dimensional distributions are, for all
n, invariant under permutation. By de Finetti theorem any
exchangeable process is representable through a gog,
generally infinite, mixture of i.i.d. processes. Wdormulate, as
a stochastic realization problem, the question ofharacterizing
the binary exchangeable processes which are finitaixtures of
i.i.d. processes. The realizability conditions and ra exact
realization algorithm are given in terms of the Harkel matrix
of the process. We establish a connection with threalization
problem of deterministic positive linear systems of the
relaxation type.

11.30 - 12.00

Stochastic Input-Output Realization of Bilinear Systems
Gyorgy Terdik, Jozsef Bokor

Abstract-A bilinear stochastic system given in state spac
form is studied when both the input and the outputare
measured. The Hankel matrix of the system is builtip in terms
of the Fliess-series representation of the proces$¥he Fliess-
coe¢ cients are calculated by the cumulants betwethe output
and the polynomials of the input.

d

12.00 - 12.30

Weakly Operator Harmonizable Processes in Complete
Correlated Actions
Dan Popovici

Abstract-We prove that a stochastic process in a
correlated action is weakly operator harmonizable \.o0.h.) if
and only if it has a stationary dilation. We identfy, by analogy
with the stationary case, the shift operator of a w.h. process
which is, in our context, a linear contraction. Otter conditions
which are equivalent to the notion of weak operator
harmonizability follow the solution of an operator moment
problem proposed by Z. Sebestyén and solved by Zelgestyén
and D. Popovici. The main result of the paper extafs, to the
case of w.o.h. processesin complete correlated iacts, the
classical decomposition of H. Cramér.

Analysis of Physical Systems
(Regular Session)

Room 3

Chair: Hans Zwart

10.30 - 11.00

Analysis of the Three Dimensional Heat Conduction in Nano-
or Microscale
Hanif Heidari, Hans Zwart, Alaeddin Malek

AbstractThe Dual-Phase-Lagging (DPL) equation is
formulated as an abstract differential equation. In the
absence of a heat source term the DPL equation with
homogeneous boundary conditions generates a conttam
semigroup. The exact expression of the semigroup é&hieved.
It is proved that the associated eigenfunctions fon a Riesz
basis. The stability of semigroup is proved. Moreoveit is also
shown that the spectrum of DPL equation contains amterval.
This implies that the infinitesimal generator associted to the
DPL equation is not a Riesz spectral operator. Thefere, the
known test for approximate controllability cannot be used.
Several controllability properties are investigated

11.00 - 11.30

Well-Posedness, Regularity and Exact Controllability for the
Problem of Transmission of the Schrédinger Equation
Salah-Eddine Rebiai

Abstract— In this paper, we shall study the system of trans-
mission of the Schrodinger equation with Dirichlet control
and colocated observation. Using the multiplier method, we
show that the system is well-posed with input and ouput space
U = L*(T) and state space X = H '(Q). The regularity of
the system is also established and the feedthrough operator is
found to be zero. Finally, the exact controllability of the open-
loop system is obtained by proving the observability inequality
of the dual system.

11.30 - 12.00
Hamiltonian Evolution Equations of Inductionless

Magnetohydrodynamics
Andreas Siuka, Markus Schéberl, Kurt Schlacher

Abstract-The objective of this contribution is to find a
coordinate independent Hamiltonian representation b
the governing equations of inductionless

eMagnetohydrodynamics, where we are interested in atysing

the relevant energy flows in a purely geometric fdson also
taking dissipative effects into account. We espediwn treat the
boundary conditions in an extraordinary manner and we
define control inputs which may act on the systemdundary.
Finally, the Port-Controlled Hamiltonian system
representation, well-known in the lumped parametercase, is
also reflected in the infinite dimensional case whh is crucial
particularly with regard to control theoretic aspeds.
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12.00 - 12.30

Instantaneous Control of the Linear Wave Equation
Nils Altmdliller, Lars Grine, Karl Worthmann

Abstract-We are concerned with the one dimensiona
linear wave equation with Dirichlet boundary condiion and
Neumann boundary control. It has been shown numeraly
that this hyperbolic partial differential equation can be
stabilized by instantaneous control, i.e. model puictive
control with the shortest feasible prediction and ptimization
horizon. Our contribution is the complete theoreti@l analysis.

12.30 - 13.00

Hybrid Modeling, Control and Estimation in ABS Applications
Based on In-Wheel Electric Motors

Ricardo de Castro, Jodo de Sousa, Rui Esteves Araujo,
Fernando Pereira, Diamantino Freitas

Abstract-The problems of tire slip control and peak
friction estimation for Anti-lock Braking Systems are
formulated and solved in the framework of hybrid catrol
techniques. The hybrid systems model of the vehicynamics
arises from approximating the nonlinear behavior ofthe tire-
road friction coefficient with a Piecewise Linear Function
(PLF). The problem of tyre slip control is formulated as an
invariance problem. The invariance control problem & solved
with the help of a simple hysteretic controller wheh takes
advantage of the fast torque response from the infreel electric
motor. The controller's properties, such as necessgar
conditions to ensure invariance, robustness to distbances,
convergence and limit cycle period are analyzed idetail. The
problem of the estimating the peak friction for the tire-road
interface is solved using properties of the limit ycles arising in
the hybrid model. Monitoring the duty cycle, impose by
hysteretic controller, was found to be sufficient @ extract
information regarding the conditions of adhesion inthe road.
The controller and estimator were evaluated under vaable
grip levels, in a vehicle dynamics simulation softare,
obtaining a good performance for both the tire slipregulation
and for the peak friction estimationd.

Behavioral Systems and Control Theory
(Invited Session)

Room 4

Organizer: Paolo Rapisarda
Chair: Paolo Rapisarda

10.30 - 11.00

A Polynomial Approach to the Realization of J-Lossless
Behaviours
Shodhan Rao, Paolo Rapisarda, Lewis Moody

Abstract-n this paper, a class of behaviours known as J
lossless behaviours is introduced, where J is a raynetric
twovariable polynomial matrix. For a certain J, it is shown
that the resulting set of J-lossless behaviours areSISO
behaviours such that for each of such behaviourshére exists a
guadratic differential form which is positive for nonzero
trajectories of the behaviour and whose derivativas equal to
the product of the input variable and the derivative of the
output variable. Earlier, Van der Schaft and Oeloff had
considered a specific form of realization for suctbehaviours
that plays an importantrole in their model reduction
procedure. In our paper, we give a method of compation of a
state space realization from atransfer function ofsuch a
behaviour in the same form as considered by Van deBchaft
and Oeloff, using polynomial algebraic methods. Apa from
being useful in enlarging the scope of the model dection
procedure of Van der Schaft and Oeloff, we show thaour

lossless mechanical systems with given transfer fations using
springs and masses.

11.00 - 11.30

Pseudorational Behaviors and Bezoutians
Yutaka Yamamoto, Jan C. Willems, Masaki Ogura

Abstract-Behavioral system theory has been successful in
providing a viewpoint that does not depend on a pdri notions
of inputs/outputs. While there are some attempts textend this
theory to infinite-dimensional systems, for example delay
systems, the overall picture seems to remain stilcomplete.

The first author has studied a class of infinite-dirensional
systems called pseudorational. This class allows ampact
fractional representation for systems having bounda-time
memory. It is particularly appropriate for extending the
behavioral framework to infinite-dimensional contex.

We have recently studied several attempts to extenthis
framework to a behavioral context. Among them are
characterizations of behavioral controllability, particularly
involving a coprimeness condition over an algebra fo
distributions, and some stability tests involving Lypunov
functions derived from Bézoutians.

This article gives a brief overview of pseudorationiaransfer
functions, controllability issues and related criteia, path
integrals, and finally the connection with Lyapunovfunctions
derived from Bézoutians.

11.30 - 12.00

Tracking and Regulation in the Behavioral Framework
Shaik Fiaz, Kiyotsugu Takaba, Harry Trentelman

Abstract-This paper considers the problem of tracking and
regulation for the class of linear differential sysemsin the
behavioral framework. Given a plant, together withan
exosystem  generating the  disturbances and the
reference signals, the problem of tracking and redation is to
find a controller such that the plant variable tracks the
reference signal regardless of the disturbance aatj on the
system. A controller which achieves this design obgtive is
called a regulator for the plant with respect to tle exosystem.
In this paper we formulate the tracking and regulaton
problem inthe behavioral framework, with control as
interconnection. We obtain necessary and sufficiertonditions
for the existence of a controller which acts like aegulator for
the plant with respectto the exosystem. The probfe
formulation and its resolution are completely repreentation
free, and specified only in terms of the plant andhe exosystem
dynamics.

12.00 - 12.30
Ports and Terminals

L Jan C. Willems

method of realization also has application in the ysithesis of

Abstract-We examine what is meant by the power and the
energy which a physical system exchanges with its
environment. The systems which we consider interad¢hrough
terminals, as wires for electrical circuits, and pns for
mechanical devices. Associated with each terminalhere are
variables through which the system interacts with ts
environment. For circuits, these variables are curent and
potential, and for (one-dimensional) mechanical sysms,
position and force. Systems are interconnected byharing
variables at the interconnected terminals.

We define a port as a set of terminals that satigfcertain
conditions, which we call the port-Kirchhoff laws. For ports,
and only for ports, we define the power and the emgy which
flows into a system. Since a port involves more thaone
terminal, power and energy are not “local’, but inwlve “action
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at a distance'. Moreover, we cannot speak about theower and
the energy flow along any set of terminals.

We discuss the nature of ports for electrical and echanical
systems, and derive an expression for energy tha hot frame
dependent. We prove that a connected RLC circuit fans a 1-
port. This implies that in open systems energy rargl flows
between subsystems along the interconnected inted&

For mechanical systems the definition of a port imies that
springs, dampers, and inerters form port, but a mas does not.
This leads to the problem how one should define theotion
energy of a group of moving masses. We derive ang@rssion
for the motion energy, which is different from the classical
expression of kinetic energy. Our formula implies lhat motion
energy is not an extensive quantity.

Shadows of Multidimensionality:
Multidimensional Systems with Applications to
1-D Systems - 1

(Invited Session)

Room 6

oOrganizers: Joseph A. Ball, Victor Vinnikov
Chair: Victor Vinnikov

10.30 - 11.00

Structured Noncommutative Multidimensional Linear
Systems and Scale-Recursive Modeling
Tanit Malakorn, Joseph A. Ball

Abstract-Recently, the multiscale signal and image
processing community has recognized that a suitablmodel for
multiresolution processes is a model with time-likevariable
indexed by the nodes on a homogeneous tree with fdifent
depths in the tree corresponding to different spaél scales
associated with the signal or image. It turns out Hat these
system models are close relatives of the Structure]
Noncommutative Multidimensional Linear Systems (SNMLS)
introduced by Ball-Groenewald- Malakorn [5], but with system
operators dependent on the node of the tree at whicthe state
update occurs. This provides engineering motivatiorfor the
introduction of a “parametervarying” version of SNM LS.

11.00 - 11.30

Controllability of Autonomous Behaviors and Livsic
Overdetemined Systems as 2D Behaviors with Pure
Autonomy Degree One

Grant Boquet, Joseph A. Ball

AbstractIn [8] discrete time LivSic systems are related tg
2D behaviors  with  autonomy degree one. A
necessary component for transitioning from a behawer to a
LivSic systemis a *“controllability theory” for autonomous
behaviors. It turns out that controllability for be haviors is a
special case of the presentgecontrollability. First we present a
brisk overview of the ingredients that go into (algbraic) D,-
controllability and (trajectory) j-controllability. We conclude
with results demonstrating LivSic controllability implies 1-
controllability and then D,-controllability by a series of

reduction steps.

11.30 - 12.00

The H®-Problem in Multidimensional Control Theory: State-
Space versus Frequency-Domain Formulation
Joseph A. Ball, Sanne ter Horst

AbstractTwo by now standard approaches to the

classical H°-problem go either  through co-prime
factorizations reducing it to a metric constrainedinterpolation

data functions and admissible controllers leading ¢ a
description of the solutions in terms of solutions of
coupled linear matrix inequalities (LMIs). The
connection between the interpolation and the statspace
approach relies on the seamless equivalence of frepcy-
domain and state-space representation. In the casesf
multivariable interpolation and systems with structured
uncertainty similar reductions and solution criteria exist (after
some compromises with respect to the solution critens). The
connection between the results however is not cledue to the
failure of the state-space similarity theorem and KIman
decomposition in these settings, and as a resultsearch on the
two topics has diverted. In this talk, which is basd on the
paper [1], we discuss these developments and makemns
explicit connections.

12.00 - 12.30

Linear State Space Theory in the White Noise Space Setting
Daniel Alpay, David Levanony, Ariel Pinhas

Abstract-We study state space equations within the white
noise space setting. A commutative ring of power ges in a
countable number of variables plays an important rde.
Transfer functions are rational functions with coeficients in
this commutative ring, and are characterized in a omber of
ways. A major feature in our approach is the obseration that
key characteristics of a linear, time invariant, sbchastic system
are determined by the corresponding characteristicassociated
with the deterministic part of the system, namely ts average
behavior.

Systems on Graphs - Consensus
(Regular Session)

Room 7

d

problem, or via state-space realizations of the gén

Chair: Enrico Lovisari

10.30 - 11.00

A Resistance-Based Approach to Performance Analysis of
the Consensus Algorithm
Enrico Lovisari, Federica Garin, Sandro Zampieri

Abstract-We study the well-known linear
consensus algorithm by means of a LQ-type performasccost.
Wewant to understand how the communication
topology influences this algorithm. In order to do this, we
recall the analogy between Markov Chains and eledtal
resistive networks. By exploiting this analogy, weare able to
rewrite the performance cost as the average effeut resistance
on a suitable network. We use this result to showhat if
the communication graph fulfills some local propertes, then its
behavior can be approximated with that of a suitat# grid, over
which the behavior of the cost is known.

11.00 - 11.30

Notes on the Deficiency One Theorem: Single Linkage Class
Baldzs Boros

Abstract-The Deficiency One Theorem tells us about
certain chemical reaction systems that they canno@admit
multiple interior equilibria. The theorem was proven by
Feinberg. In this paper we provide a relatively shd proof of
that theorem for the special case of one linkageads. We also
extend that result by giving an equivalent conditia to the fact
that the set of interior equilibria is nonempty for a chemical
reaction system with one linkage class considered ithe
Deficiency One Theorem.
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11.30 - 12.00

Optimal Finite-Time Distributed Linear Averaging
Qing Hui

Abstract-A new optimal finite-time distributed linear
averaging (OFTDLA) problem is presented in this paper
This problem is motivated from the distributed averaing
problem which arises in the context of distributedalgorithms
in computer science and coordination of groups o
autonomous agents in engineering. The aim of the OFTIA
problem is to compute the average of the initial Vaes in finite-
time steps at nodes of a graph through an optimalistributed
algorithm in which the nodes in the graph can only
communicate with their neighbors. Optimality is given by a
minimization problem of a quadratic cost functional under
finite-time horizon. We show that this problem hasa very close
relationship with the notion of semistability. By developing new
necessary and sufficient conditions for semistabiii of discrete-
time linear systems, we convert the original OFTDLA poblem
into two equivalent optimization problems. One of lhem is a
convex optimization problem and can be solved by img
semidefinite programming methods.

12.00 - 12.30

Dilatability of Linear Cellular Automata
Adriana Popovici, Dan Popovici

Abstract-We introduce a notion of dilatability between
two LCAs and relate it with the notion of (power)
dilatability between the corresponding global trangion
functions. We prove that a partial isometric LCA can be
dilated to a quantum LCA which is reversible. In paticular,
any isometric LCA A can be dilated to a quantum LCAB such
that the global rule of B extends the global rule ofA.

Model Reduction
(Regular Session)

Room 8

Chair: André Schneider

10.30 - 11.00

Balanced Truncation Model Order Reduction for LTI Systems
with many Inputs or Outputs
Peter Benner, André Schneider

Abstract-We discuss balanced truncation (BT) baseq
methods for model order reduction (MOR) of linear ime
invariant (LTI) systems with many input or many output
terminals. Applying BT methods makes it necessary tbalance
the system, which is equivalent to finding the conbllability
and observability Gramian of the system in a special
diagonal form. The Cholesky factors of these Gramias are
efficiently computable as solutions of dual Lyapunoequations
for systems with only few inputs and outputs. Aftera brief
introduction and a short recollection of basic knovedge of BT,
we show a method to get the Gramians’ factors aldor systems
with many inputs and outputs with the help of the Guss-
Kronrod quadrature formula. We show some numericalresults
using this quadrature rule and explain how to get te BT
reduced order model out of these results.

11.00 - 11.30

Balanced Truncation for Linear Interconnected Systems: the
State Feedback Case
Kenji Fujimoto, Sayaka Ono, Yoshikazu Hayakawa

Abstract-Model order reduction is an important tool
in control systems theory. In particular, it is uséul for
controller design since the dimension of the conttier becomes

truncation is one of the most useful model order ruction
methods. In general, however, the stability of thefeedback
system is not maintained when the order of the cortller is
reduced by balanced truncation. This paper proposea novel
method of state feedback controller reduction by with we can
preserve the stability of the resulting reduced ordr state
feedback system. A numerical example demonstrateshd
effectiveness of the proposed method.

11.30 - 12.00

Numerical Algorithm for Structured Low Rank
Approximation Problem
Swanand R. Khare, Harish K. Pillai, Madhu N. Belur

Abstractn this paper we discuss an important problem of
Structured Low Rank Approximation (SLRA) of
linearly structured matrices. This is a very important problem
having many applications like computation of approxmate
GCD, model order reduction to name a few. In this pper
we formulate SLRA problem as an unconstrained
optimization problem on a smooth matrix manifold. We use
Armijo line search algorithm on the matrix manifold to
compute the nearest SLRA of the given matrix.

12.00 - 12.30

Finite Time System Operator and Balancing for Model
Reduction and Decoupling
Erik I. Verriest

AbstractIn this paper we explore the operator mapping
a finite time segment of the input signal to the dput over
the same interval. The properties of this operator are
compared to the finite time Hankel operator that wa useful in
sliding interval balancing (SIB). Potential applicaions for
model reduction and decoupling of systems are disssed.

12.30 - 13.00

Model Order Reduction of Nonlinear Circuits
Andreas Steinbrecher

Abstract-In this talk we develop a model order
reduction for the model equations of nonlinear ciraits with a
small number of nonlinear elements. The presented ndel
reduction technique is based on the decoupling oheé linear
and nonlinear subcircuits of the electrical circuitin a suitable
way. Afterwards, a model reduction of the remainedlinear
part will be performed using passivity-preserving lalanced
truncation followed by an adequate recoupling of te
unchanged nonlinear subcircuit andthe reduced liner
subcircuit to obtain a nonlinear reducedorder model The
efficency and applicability of the proposed model eduction
approach is demonstrated on a numerical examples.

Networked Control - 1
(Regular Session)

Room 9

very high when we use advanced control theory. Baiaed

Chair: Karl M&rtensson

10.30 - 11.00

Sub-Optimality Bound on a Gradient Method for Iterative
Distributed Control Synthesis
Karl M8rtensson, Anders Rantzer

Abstract-A previous paper introduced an online
gradient method to iteratively update local controlers for
improved performance. In this paper we modify thatmethod to
get an offine method for distributed control synthesis. The
complexity of the method is linear in the number ofneighbors
to each agent.
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Since the controllers are constructed to be distribted
and the method is an iterative scheme, the contrells will
always be sub-optimal compared to a centralized cdmoller.
We describe a method to calculate bounds of the swudptimality
of the controllers, using the same variables thatke part in the
update scheme.

11.00 - 11.30

The Logarithmic Quantiser is Not Optimal for LQ Control
Jean-Charles Delvenne

Abstract-We seek to stabilise a scalar linear syster
through a finite-capacity communication channel, wile
minimising a quadratic cost. We show that the logathmic
guantiser strategy is not optimal for the quadraticcost in the
limit of low capacities.

11.30 - 12.00

Distributed Inequality Constrained Kalman Smoother
Simone Del Favero, Gianluigi Pillonetto, Bradley M. Bell

Abstract-This paper, which is the sequel of [1],
considers smoothing of Gauss-Markov linear systemsvia
distributed optimization. As an application we cong&er the
distributed estimation problem over sensor networks and
assume that each node has access to noisy measunasenf
different but correlated states. Then, the aim is taeconstruct
the overall state sequence in a cooperative way, hbyaking
advantage of all the data collected by the network.

In this paper, the convergence analysis in [1] i
deepened, pointing out the importance in the algatim design,
of finding the right trade off between parallelism and
convergence rate. Moreover an extension of the algtihhm to
the case of state sequence subject to inequalitynstraints is
also provided. In particular, we show that the samalgorithmic
architecture and communication protocol used in the
unconstrained case can be exploited in the constrad
scenario. Hence, the network can efficiently inclugl in the
estimation process relevant a priori information onthe state,
such as nonnegativity. Numerical experiments regaidg the
distributed reconstruction of a function via splineregression is
used to test the new approach.

12.00 - 12.30

MIMO Encoder and Decoder Design for Signal Estimation
Erik Johannesson, Andrey Ghulchak, Anders Rantzer, Bo
Bernhardsson

Abstract-We study the joint design of optimal linear
MIMO encoders and decoders for filtering and transnission of
a vectorvalued signal over parallel Gaussian chanig subject
to a realtime constraint. The objective is to mininze the sum
of the estimation error variances at the receivingend. The
design problem is nonconvex, but it is shown that alobal
optimum can be found by solving a related two-stagproblem.
The first stage consists of a mixed norm minimizatio
problem, where the 2-norm corresponds to the errovariance
in a corresponding Wiener-Kolmogorov filtering problem and
the 1-norm is induced by the channel noise. The seaub
stage consists of a matrix spectral factorization.

Analytical Methods
(Regular Session)

Room 10

Chair: Tamas Kalmar-Nagy

10.30 - 11.00
Random Walk on a Rooted, Directed Husimi Cactus
Tamdas Kalmar-Nagy

Abstract-The objective of this paper is to further

Nexplore the connection between the random Fibonacaeries

anda random walk on the so-called triangular Husim
cactus. Various statistical properties of this randm walk are
computed.

11.00 - 11.30

Scalable Decentralized Control and the Davis-Wielandt Shell
Ioannis Lestas

Abstract-We consider a large scale network comprised
of heterogeneous dynamical agents. We derive scalab
stability certificates that involve the input/output properties of
individual subsystems and corresponding propertiesof the
interconnection matrix. The stability conditions presented are
based on the Davis-Wielandt shell, a higher dimermnal
version of the numerical range, which allows to relx normality
or symmetry assumptions on the interconnection maix. The
conditions derived include small gain and passivitgpproaches
as special cases, and generalize many results witlhe areas of
consensus protocols and Internet congestion conttol

11.30 - 12.00

Characterization of Shift Invariant Subspace of Matrix-
valued Hardy Space
Yohei Kuroiwa

Abstract-The characterization of the shift invariant
subspace of the matrix-valued Hardy space is givenit is
a matrix-valued generalization of the Beurling-Lax heorem.
The Beurling-Lax  theorem  provides the  one-sided
representation of a shift invariant subspace by anique inner
function. Our characterization of the shift invariant subspace
of the matrixvalued Hardy space is given by a twoided
representation of a shift invariant space by innerand co-inner
functions.

Quantum Systems
(Regular Session)

Room 11

Chair: Francesca Albertini

10.30 - 11.00

Methods of Control Theory for the Analysis of Quantum
Walks on Graphs
Francesca Albertini, Domenico D’Alessandro

Abstract-The goal of this paper is to summarize
recent results on the analysis of quantum walks omyraphs.
These systems are used in quantum information theonas
protocols to design quantum algorithms. By taking rto
account that some model variables can be changedtivitime,
qguantum walks can be looked at as control systemsid several
questions can be posed in control theoretic termén particular
the set of states that can be reached for these ®ms can be
characterized via controllability analysis. After stting up the
model, the mainresults of the paper characterize he
controllability of quantum walks both in algebraic and in
combinatorial terms. Several examples are also digssed.
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11.00 - 11.30

Parameter Estimation of Quantum Processes Using Convex
Optimization
Gabor Ballé, Attila Magyar, Katalin M. Hangos

Abstract=A convex optimization based method s
proposed for quantum process tomography, in the cas of
known channel model structure, but unknown channel
parameters. The mainidea is to select an affin
parametrization of the Choi matrix as a set of optinization
variables, and formulate a semidefinite programmingproblem
with a least squares objective function. Possible oavex
relations between the optimization variables are ab taken into
account to improve the estimation.

Simulation case studies show, that the proposed nheid
can significantly increase the accuracy of the paraeter
estimation, if the channel model structure is knownBeside the
convex part, the determination of the channel paramters from
the optimization variables is a nonconvex step inameral. In
the case of Pauli channels however, the method recks to a
purely convex optimization problem, allowing to obain a
globally optimal solution.

11.30 - 12.00

Martingale Approach in Quantum State Estimation Using
Indirect Measurements
LaszIé Ruppert, Katalin M. Hangos

AbstractThe aim of this work is to propose
mathematically well grounded statistical methods fo state
estimation in the indirect measurement settings byusing
martingale theory, and to compare their efficiencyto the usual
direct approaches. The measurement scheme considerisdthe
simplest possible discrete time case, where bothethunknown
and the measurement quantum systems are quantum BitThe
repeated measurements performed on the measureme
subsystem of the composite system enables us to stonct an
estimator for the initial state of the unknown sysém. An initial
state relative method of detecting a stopping timé proposed
where the final states are defined using a given stance from
the unknown initial state. A simple estimator is poposed and
used as an excellent initial point to build more cmplex and
better estimation methods. The efficiency of the mposed
procedure is investigated both analytically and exgrimentally
using simulation in different settings of parametes. The
possible generalizations of the proposed estimatiomethods
are also outlined.

12.00 - 12.30

The Energy Minimization Problem for Two-Level Dissipative
Quantum Systems
Dominique Sugny, Bernard Bonnard

Abstract-The objective of this article is to present
developments of geometric optimal control to analy the
energy minimization problem of dissipative two-levequantum
systems whose dynamics is governed by Kossakowskintblad
equations. This analysis completed by numerical sinfations
based on adapted algorithms allows a computation ofhe
optimal control law whose robustness with respectot initial
conditions and dissipative parameters is also deted.

12.30 - 13.00
On a Canonical QR Decomposition and Feedback Control of

Discrete-Time Quantum Dynamics
Francesco Ticozzi, Saverio Bolognani

Abstract-We study feedback-controlled, discrete-time
quantum Markovian dynamics focusing on pure-state
stabilization problem. Assuming that the system isunitarily
controllable, and accessible via a given quantum ragurement,

%

we explicitly construct a choice of control actiononditioned

on the measurement outcome that globally stabilizethe target
state for the averaged dynamics. A key step in defing this
result is the definition of a canonical QR decompdson for
complex matrices.

Applications in Medicine
(Regular Session)

Room 12
Chair: Andras Balogh
10.30 - 11.00
Bifurcation Control in an Infectious Disease Model
Andras Balogh, Roberto Castillo, Noel Cavazos Jr.
Abstract-In  this work we examine a basic

mathematical model describing the spread of a clasof
infectious diseases. A system of four integral eqtians
represents the SEIRS model, where individuals go tlugh
stages of being susceptible (S), exposed (E), infeet(l), and
recovered (R) for constant periods oftime interva.
Transcritical bifurcation of steady state solutionscan be
observed in the system as the basic reproduction
number increases. The eigenvalue analysis of the darized
equations provides local stability results. A stald numerical

algorithm is developed that demonstrate the theorétal
results.
11.00 - 11.30

Identifiability Analysis of an Epidemiological PDE Model
Antoine Perasso, Béatrice Laroche, Suzanne Touzeau

Abstract-We investigate the parameter identifiability
problemfor a SIR system of nonlinear integro-partal
differential equations of transport type, represening the

tspread of a disease with a long infectious but untkctable

period in an animal population. After obtaining the expression
of the model inputoutput (I0O) relationships, we gie sufficient
conditions on the boundary conditions of the systenthat
guarantee the parameter identifiability on a finitetime horizon.
We finally illustrate our findings with numerical simulations.

11.30 - 12.00
Unification of Accelerated and Proportional Hazard Rate
Models and Application for Data of the Hungarian National

Cancer Registry
Lidia Rejté

Abstract-In the literature of multifactorial survival
analysis, individual survival curves are describedeventually
with asingle parameter deeming all survival curvesto be
parallel ([1], [3], [6], [9]). Previously describedtheories are not
able to produce all form of survival curves we maymeet;
in contrast, we propose a novel method which can hdle
cases, for example, with constant hazard rate andapidly
decreasing ones simultaneously. Using our methods ew
estimated survival chances of 189,026 tumor casescognized
between 2001 and 2005 in Hungary and recorded in N
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Control for Markov and Nonlinear Markov
Processes
(Invited Session)

Room 13

Organizers: William M. McEneaney, Vassili N. Kolokoltsov
Chair: Vassili N. Kolokoltsov

10.30 - 11.00

Nonlinear Markov Games
Vassili N. Kolokoltsov

Abstract-A program of the analysis of a new class of

stochastic games is put forward, which 1 call nonfiear
Markov games, as they arise as a (competitive) caootled
version of nonlinear Markov processes (an emergindield of
intensive research, see e.g. [2], [5], [6]). Thisads of games car]
model a variety of situation for economics and epimnics,
statistical physics, and pursuit - evasion processe The
discussion below will be presented i more detail ithe author’s
monograph [1].

11.00 - 11.30

Stochastic Adaptive Nash Certainty Equivalence Control:
Self-Identification Case
Arman C. Kizilkale, Peter E. Caines

AbstractFor noncooperative games the Nash
Certainty Equivalence (NCE), or Mean Field (MF)
methodology  developedin  previous  work  provideg

decentralized strategies which asymptotically yield Nash
equilibria. The NCE (MF) control laws use only the Igal
information of each agent onits own state evolutio and
knowledge of its own dynamical parameters, while th
behaviour of the mass is precomputable from knowlege of the
distribution of dynamical parameters throughout the mass
population.

Relaxing the a priori information condition introdu ces
the methods of parameter estimation and stochastiadaptive
control (SAC) into MF control theory. In particular one
may consider incrementally the problems where the gents
must estimate: (i) its own dynamical parameters, i the
distribution of the population’s dynamical parametes [1], and
(i) the distribution of the population’'s cost function
parameters [2]. In this paper we treat the first pioblem.

Each agent estimates its own dynamical parameters avi
the recursive weighted least squares (RWLS) algorith.
Under reasonable conditions on the population dynaioal
parameter distribution, we establish: (i) the strory consistency
of the selfparameter estimates; and that (ii) all gent systems
are long run averagel? stable; (iii) the set of controls yields 4
(strong) €-Nash equilibrium for all €; and (iv) in the population
limit the long run average cost obtained is equalat the non-
adaptive long run average cost.

11.30 - 12.00
Stopping Problems of Markov Processes with Discontinuous

Functionals
Lukasz Stettner

Abstract-The paper summarizes recent results o
optimal stopping of Feller Markov processes with tine or space
discontinuous functionals. We characterize value factions and
their potential discontinuity points for various cost functionals:
finite time horizon, first exit from an open set haizon and
infinite horizon. Formulae for optimal or € optimal stopping
times are also given.

12.00 - 12.30

Observation Process Control in Support of Stochastic
Tasking Operations
William M. McEneaney, Ali Oran

Abstract-We consider a problem of observation
control, specifically a problem where one chooseshich aspects
of the state to observe at each time-step. The statakes
values in a finite set, and the conditional proballity updates
by Bayes’ rule. The payoff for observation takes thdorm of
afinite maximum of linear functions of the final
observationconditioned probability distribution, and so is a
convex function of the distribution. However, the gal is
maximization, not minimization. Through use of the nax-plus
distributive property, we are able to use a max-pla curse-of-
dimensionalityfree computational method for solutimmn of the
control problem. Complexity attenuation of the algeithm is
addressed.

Algebraic Systems Theory, Behaviors, and
Codes: Design, Analysis, and Decoding of
Convolutional Codes

(Invited Session)

Room 14

Organizers: Heide Glising-Liirssen, Eva Zerz
Chair: Heide Glising-Liirssen

10.30 - 11.00

Decoding of a Class of Convolutional Codes
Heide Gliising-Lirssen, Uwe Helmke, José Ignacio Iglesias
Curto

Abstract-A general decoding algorithm for
convolutional codes will be exposed. Under certainonditions
this algorithm will allow to correct a high number of errors in
an interval of fixed length. We will show that a chss of Cyclic
Convolutional Codes is particularly well suited for this
iterative algorithmin two aspects: first, it satidies the
conditions so that the error correcting capacities of the
algorithm are optimized; secondly, the computationsieeded at
each iteration are feasible. Consequently, the agphtion of the
algorithm to this class of codes results in an effient decoding
method.

11.00 - 11.30

On the Determination of an Input-State-Output Realization
of a Secure McEliece-Like Cryptosystem Based on
Convolutional Codes

Joan Josep Climent, Victoria Herranz, Carmen Perea,
Virtudes Tomas

Abstract-In this paper we present a public key
cryptosystem based on the McEliece scheme, but using
convolutional code, instead of a block code. Firstlwe present
some conditions about the convolutional cod€ to construct
the public key cryptosystem and then, starting withthe parity
check matrix H of a good block code, we find an input-state-
output representation of C such that the controllability matrix
of C is HL This cryptosystem is constructed so that any user
can encrypt a message by introducing the largest mber of
possible errors.

11.30 - 12.00
Reverse-Maximum Distance Profile Convolutional Codes

over the Erasure Channel
Virtudes Tomas, Joachim Rosenthal, Roxana Smarandache

Abstract-The loss of transmitted packets over an
erasure channel, such as the Internet, can generatielay of the
received information due to retransmission, and tlé can have
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adverse effects in real-time applications. Error foward
correction is a technique used to avoid this delayUntil now
mainly block codes have been used for this purposand
convolutional codes have been much less studied. thiis paper
we study in detail the use of convolutional codesver this
channel and we show that the complexity of decodinds
polynomial. We see how maximum distance profile (MB)
convolutional codes can deal with situations whichare not
possible for a maximum distance separable (MDS) bié code
and we introduce a new concept: reverse-MDP convdional
codes. Reverse-MDP codes double the potential of NPD
convolutional codes since they behave as MDP codées a
forward and a backward sense. Due to this fact, wpropose
this new kind of codes as very good candidates tmprove the
decoding process. In addition, we provide a partidar
construction for reverse-MDP convolutional codes.

12.00 - 12.30

Column Distances for 2D-Convolutional Codes
Diego Napp Avelli, Carmen Perea, Raquel Pinto

AbstractIn this work we introduce the concept of
column distance for delay-free two dimensional (2D)finite
support convolutional codes. We present its princigl
properties and an upper and lower bound for the calmn
distances.

Differential Geometric Methods for
Computational Engineering Applications - 1
(Invited Session)

Room 15

Organizers: Knut Hiper, Christian Lageman
Chair: Knut Hiper

10.30 - 11.00

Adaptive Filtering for Estimation of a Low-Rank Positive
Semidefinite Matrix

Silvére Bonnabel, Gilles Meyer, Rodolphe Sepulchre

Abstractn this paper, we adopt a geometric viewpoint to
tackle the problem of estimating a linear model
whose parameter is a fixed-rank positive semidefité matrix.
We consider two gradient descent flows associated ttwo
distinct Riemannian quotient geometries that undeik this set
of matrices. The resulting algorithms are non-linearand can be
viewed as a generalization of Least Mean Squares tha
instrically constrain the parameter within the manifold search
space. Such algorithms designed for low-rank matries find
applications in high-dimensional distance learningproblems
for classification or clustering.

11.00 - 11.30

Intrinsic Newton’s Method on Oblique Manifolds for
Overdetermined Blind Source Separation
Martin Kleinsteuber, Hao Shen

Abstract-This  paper studies the problem of
Overdetermined Blind Source Separation (OdBSS), 4
challenging problem in signal processing. It aimsa recover
desired sources from outnumbered observations witha
knowing either the source distributions or the mixng process.
It is well-known that performance of standard BSS &yorithms,
which usually utilize a whitening step as a pre-proess to
reduce the dimensionality of observations, might beeriously
limited due to its blind trust on the data covariarce matrix. In
this paper, we develop and compare two locally quadltic
OdBSS algorithms that forgo the dimensionality redeation
step. In particular, our algorithms solve a problem of
simultaneous diagonalization of a set of symmetrimatrices. By
exploiting the appropriate underlying manifold, namely the so-

called obligue manifold, intrinsic Newton's method is
developed to optimize two popular cost functions fo the
simultaneous diagonalization of symmetric matricesithe off-
norm function and the log-likelihood function. Perbormance of
the proposed algorithms is investigated and compacde by
several numerical experiments.

11.30 - 12.00

A Geometric Revisit to the Trace Quotient Problem
Hao Shen, Klaus Diepold, Knut Hiper

Abstract-This paper studies the problem of trace
guotient, or trace ratio maximization, which has ewrmous
applications in computer vision, pattern recognitim and
machine learning. We provide a geometric revisit tothe
problem in the framework of optimization on smooth
manifolds. The set of critical points of the trace gotient is
analyzed. Local quadratic convergence properties ofhe so-
called lterative Trace Ratio (ITR) scheme, which reently
became an attractive solver to the problem, is stueld. Based
on this result, different from a popular realization of ITR,
which requires to solve a symmetric eigenvalue prdém at
each iteration, we propose a simple, efficient algithm, which
employs only one step of the parallel Rayleigh quiant
iteration at each iteration. An numerical experimen
demonstrates the local convergence properties of R.

12.00 - 12.30

Local Minima of the Best Low Multilinear Rank
Approximation of Tensors

Mariya Ishteva, Pierre-Antoine Absil, Sabine van Huffel,
Lieven de Lathauwer

Abstract-Higher-order tensors are generalizations of
vectors and matrices to third- or even higher-orderarrays
of numbers. We consider a generalization of columnand
row rank of a matrix to tensors, called multilinear rank.
Given a higher-order tensor, we are looking for anther tensor,
asclose as possible to the original one and with
multilinear rank bounded by prespecified numbers. h this
paper, we give an overview of recent results pertaing the
associated cost function. It can have a number ob¢al minima,
which need to be interpreted carefully. Convergencdo the
global minimum cannot be guaranteed with the existig
algorithms. We discuss the conclusions that we hawdrawn
from extensive simulations and point out some hidde
problems that might occur in real applications.

Semiplenary Lecture

Room 1

Chair: Tyrone E. Duncan
14.00 - 15.00
Nonlinear Filtering and Systems Theory
Ramon van Handel

Abstract-The fundamental connection between the
stability of linear filtering and linear systems theory was
already remarked in Kalman’s seminal 1960 paper.
Unfortunately, the linear theory relies heavily on the

investigation of the explicit Kalman filtering equaions, and
sheds little light onthe behavior of nonlinear fiters.
Nonetheless, it is possible to establish surprisityg general
connections between the stability of nonlinear fitrs and
nonlinear counterparts of basic conceptsin linearsystems
theory: stability, observability, detectability. The proofs of
these results are probabilistic in nature and prowle significant
insight into the mechanisms that give rise to filtestability. The
aim of this paper is to review these recent resuliand to discuss
some of their applications.
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Semiplenary Lecture

Room 14
Chair: Clyde F. Martin
14.00 - 15.00
Controllability of Networked Systems
Magnus Egerstedt
AbstractIn this paper we investigate the

controllability properties associated with networkel control
systems whose information exchange takes place ovarstatic
communication network. The control signal is assung:to be
injected into the network at a given input node andits
influence is propagated through the network through a
nearest-neighbor interaction rule employed to ensw@ network
cohesion. In particular, the problem of driving a ollection of
mobile robots to a given target destination is studd, and
conditions are given for this to be possible, baseash tools from
algebraic graph theory. The main result is a necessa and
sufficient condition for an interaction topology to be
controllable, given in terms of the network’s extenal, equitable
partitions.

Semiplenary Lecture
Room 15

Chair: Doreen Thomas

14.00 - 15.00

Quantum Linear Systems Theory
Ian R. Petersen

Abstract-This paper surveys some recent results o
the theory of quantum linear systems and presentshéem
within a unified framework. Quantum linear systems are a
class of systems whose dynamics, which are descdbky the
laws of quantum mechanics, take the specific formfa set of
linear quantum stochastic differential equations (@DES).
Such systems commonly arise in the area of quantumptics
and related disciplines. Systems whose dynamics cahe
described or approximated by linear QSDEs include]
interconnections of optical cavities, beam-spitters phase-
shifters, optical parametric amplifiers, optical squeezers, and
cavity quantum electrodynamic systems. With advanee in
quantum technology, the feedback control of such qntum
systems is generating new challenges in the field oontrol
theory. Potential applications of such quantum feeohack
control systems include quantum computing, quantumerror
correction, quantum communications, gravity wave dection,
metrology, atom lasers, and superconducting quanturaircuits.

A recently emerging approach to the feedback contio
of quantum linear systems involves the use of a cwaller
which itself is a quantum linear system. This approeh to
quantum feedback control, referred to as coherent gantum
feedback control, has the advantage that it does talestroy
guantum information, is fast, and has the potentiafor efficient
implementation. This paper discusses recent resultoncerning
the synthesis of H-infinity optimal controllers for linear
guantum systems in the coherent control case. An portant
issue which arises both in the modelling of lineaguantum
systems andin the synthesis of linear coherent qofum
controllers is the issue of physical realizability. This issue
relates to the property of whether a given set of QDEs
corresponds to a physical quantum system satisfyinthe laws
of quantum mechanics. The paper will cover recent milts
relating the question of physical realizability to notions
occuring in linear systems theory such as losslebsunded real
systems and dual J-J unitary systems.

Distributed Parameter Systems IV:
Computational Issues
(Invited Session)

Room 1

Organizers: Birgit Jacob, Michael A. Demetriou, Miroslav
Krstic, Kirsten Morris, Hans Zwart
Chair: Hans Zwart

15.30 - 16.00
Numerical Approximation of Exact Controls for Vibrating

Systems
Nicolae Cindea, Sorin Micu, Marius Tucsnak

Abstract-The numerical study of the exact controls of
infinite dimensional systems started in the 90's wh a series of
papers of Glowinski and Lions (see [3, 4]) where atgithms to
determine the minimal L2-norm exact controls (sometimes
called HUM controls) are provided. Several abnormaties
presented in these works stand at the origin of aatge number
of articles in which a great variety of numerical nethods are
presented and analyzed (see, for instance, [5], [Znd the
references therein). However, except the recent wiof1], where
the approximation of the HUM controls for the one
dimensional wave equation is considered, to our kmdedge,
there are no results on the rate of convergence of
the approximative controls.

Our main theoretical result gives the rate of conwgence of
our approximations to an exact control. Moreover, ¢ illustrate
the efficiency of this approach, we apply it to seral systems
governed by PDE's and we describe the associated narital
simulations. Our methodology combines Russell's
“stabilizability implies controllability" principle  with error
estimates for finite element type approximations ofthe
considered infinite dimensional systems.

16.00 - 16.30
Robust Output Controller Design Based on Adaptive Model

Reduction for Parabolic PDE Systems
Sivakumar Pitchaiah, Antonios Armaou

Abstract-The problem of designing robust feedback
controller for spatially distributed processes, desribed
by parabolic PDE systems, is addressed by designing
robust output feedback controllers using adaptive pper
orthogonal decomposition methodology (APOD). Initily, an
ensemble of eigenfunctions is constructed based arrelatively
small data ensemble which is then recursively updat as
additional process data becomes available periodita These
eigenfunctions are then utilized in deriving a redoed order
model (ROM) of the PDE system by employing the Galer's
method. The obtained ROM is further utilized for the synthesis
of robust feedback controllers via geometric techmgjues. Under
the assumption that the number of measurements sems is
equal to the number of modes of the ROM, we obtaithe the
estimates for the states of the ROM using a statiobserver.
Utilizing these estimated states in the robust cordllers leads
to robust output feedback controllers that guarante
boundedness of the state along with uncertainty atuation in
the infinite-dimensional system. As new data fromhe closed-
loop process becomes available we update the ROWn¢hhence
the robust controller) by employing APOD. The theoréic
results are successfully applied to a representatvexample of
dissipative PDEs with nonlinearities and uncertainty
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16.30 - 17.00
Overview of Consensus Filters for Distributed Parameter

Systems Utilizing Sensor Networks
Michael A. Demetriou

Abstract-This work summarizes two types of consensu
filters for a class of distributed parameter systera: consensus
and adaptive-consensus filters. Furthermore, it prposes a
metric for comparing the disagreement among the spially
local filters. Itis assumed that a sensor networlconsists of
groups of sensors, each of which provides a numberf state
measurements from sensing devices that are not nesarily
identical to each otherand which only transmit théa
information to their own sensor group. A metric for examining
the disagreement of the local filters, as extendddom the finite
dimensional case, essentially yields a deterministianalog of
the standard deviation of the spatially local filte errors. The
disagreement metric is examined for both consensusnd
adaptive consensus filters. The measure of disagreent is
subsequently shown to be linked to the state estiitian errors
thereby simplifying the performance analysis to sirply that of
stability of the estimating scheme.

17.00 - 17.30

Sensor Network Design for Inverse Problems
Dariusz Ucinski

Abstract-The aim of this work is to expose an optimal
node activation algorithm in sensor networks whosd
measurements are supposed to be used to estimatekmown
parameters of the underlying process model in theofm of a
partial differential equation. By partitioning the observation
horizon into a finite number of consecutive intervés, the
problem is set up to select nodes which will be @cé over each
interval while the others will remain dormant such that a
general convex design criterion defined on the Fighn
information matrix associated with the estimated paameters is
minimized. The search for the optimal solution is prformed
using the branch-and-bound method inwhich an effient
technique is employed to produce a lower bound tohe
minimum of the objective function.

New Paradigms for Control
(Regular Session)

Room 2

Chair: Fritz Colonius

15.30 - 16.00

Minimal Data Rates and Invariance Entropy
Fritz Colonius

Abstract-For compact locally controlled invariant subsets
of the state space, minimal data rates for achievininvariance
are characterized by the invariance entropy. In paticular, for
linear control systems with bounded control range,locally
invariant sets are constructed and the associatedimimal data
rates are computed.

16.00 - 16.30

Fast Controls and Their Calculation
Alexander Daryin, Yulia Minaeva

Abstract-New technologies, such as control in
guantum systems, may require that the control wouldact on a
very small time horizon. Another requirement is thd the
control should be designed in a closed-loop form. Avossible
response to this demand is the use of fast contrdls]. They are
introduced as bounded approximations of generalizeémpulse
controls (belonging to the class of higher-order gtributions).

5 time-triggered

16.30 - 17.00

Optimal Event-Triggered Control under Costly Observations
Adam Molin, Sandra Hirche

Abstract-Digital control design is commonly constrained to
control systems with equidistant
sampling intervals. The emergence of more and moreomplex

and distributed systems urges the development of mdnced
triggering schemes  that  utlize  computational and
communication resources efficiently. This paper conders a
linear stochastic continuous-time setting, where #h design
objective is to find an event-triggered controllerthat optimally

meets the trade-off between control performance andesource
utilization. This is reflected by imposing a cost pnalty on

updating the controller by current observations thd is added
to a quadratic control cost. It is shown that the aderlying

optimization problem results in an event-triggeredcontroller,

where the controller is updated, when the estimatio error of

the controller exceeds an apriori determined thresbld. The

controller design is related to linear quadratic Gassian
regulation and to optimal stopping time problems. @ntrary to

the initial problem, these can be solved by standdrmethods of
stochastic optimal control. Numerical examples undéne the

effectiveness compared to optimal time-triggered crollers.

Electrical Circuits
(Regular Session)

Room 3

Chair: Luigi Fortuna

15.30 - 16.00
Chaos Control in Inductor-Based Chaotic Oscillators

Arturo Buscarino, Luigi Fortuna, Mattia Frasca, Gregorio
Sciuto

AbstractIn this work a new chaos control technique
for inductor-based chaotic oscillators is introducd. The
technique consists of coupling the original circuitwith a
further passive control circuitry, made of a couplel inductor
and a variable resistor. The dynamics of the oscétor can be
controlled by varying a single external control paameter, i.e.
the resistor value. The technique has been applidd two case
studies, leading to circuits exhibiting a rich dynanics,
including stable limit cycles of different periods, bistability,
and new regions of chaos.

16.00 - 16.30

A Reduced Model of Reflectometry for Wired Electric
Networks
Mohamed Oumri, Qinghua Zhang, Michel Sorine

Abstract-Reflectometry is a technology frequently used for
the diagnosis of failures in wired electric network. For the
purpose of developing advanced diagnosis methodsyeduced
mathematical model of reflectometry is proposed itthis paper.
Based on the telegrapher’s equations and on the Kihhoff's
laws, this model leads to a simple algorithm for
the computation of frequency domain reflection codicients
from the characteristic parameters of the transmis®n lines
and their connections in a star-shaped or a tree-siped
network. This algorithm implemented in a digital conputer
can easily simulate networks composed of differentand
inhomogeneous transmission lines. Comparisons betere
simulated reflection coefficients and real reflectmetry
measurements confirm the validity of the proposed wdel.



List of Abstracts

Computing
(Regular Session)
Room 4

Chair: Pierre-Antoine Absil

15.30 - 16.00

An Efficient BFGS Algorithm for Riemannian Optimization
Chunhong Qi, Kyle A. Gallivan, Pierre-Antoine Absil

AbstractIn this paper, we present a convergence result fo
Riemannian line-search methods that
superlinear convergence. We also present a theory building

vector transports on submanifolds of R and discuss its use td
assess convergence conditions and computationaliency of

the resulting Riemannian optimization algorithms. We

illustrate performance and check predictions of ourtheory

using a version of a Riemannian BFGS algorithm werpposed

earlier.

16.00 - 16.30

Properties of a Parameterized Model Reduction Method
Aivar Sootla

Abstract-In this contribution a recently proposed
model reduction method for a class of linear timerivariant
(LTI) parameterized models is investigated. The methods
based on matching of the frequency response samplesing the
semidefinite programming methods. The main focus othis
contribution is the properties of the obtained appoximations.
Among those properties is stability of individual LTI systems,

continuity with respect to parameters, error bounds on
approximation quality.

16.30 - 17.00

A Notion of Approximation for Systems Over Finite
Alphabets

Danielle C. Tarraf

Abstract-We consider the problem of approximating
plants with discrete sensors and actuators (termedsystems
over finite alphabets’) by deterministic finite menory systems
for the purpose of certified-by-design controller gnthesis. We
propose a new, control-oriented notion of input/oybut
approximation for these systems, that builds on ides from
robust control theory and behavioral systems theory We
conclude with a brief discussion of the key featume of the
proposed notion of approximation relative to thoseof two
existing notions of finite state approximation andabstraction.

Shadows of Multidimensionality:
Multidimensional Systems with Applications to
1-D Systems - 2
(Invited Session)

Room 6

Organizers: Joseph A. Ball, Victor Vinnikov
Chair: Joseph A. Ball

15.30 - 16.00
Multievolution Scattering Systems and the Multivariable

Schur Class
Dmitry S. Kaliuzhnyi-Verbovetskyi

Abstract-We show using the multievolution scattering
systems formalism how to obtain the decompositionsof
multivariable Schur-class functions which are analgous, to
a certain extent, to Agler's decompositions of SchiuAgler-
class functions. In particular, this gives a new elss of d-tuples
of commuting strict contractions on a Hilbert spacewhich
satisfy the multivariable von Neumann inequality.

ensureg

16.00 - 16.30

Overdetermined Systems on Lie Groups and Their Transfer
Functions
Eli Shamovich

Abstract—1In this paper we define the notion of an
overdetermined systems on a Lie group & and its asso-
ciated Lie algebra operator vessel. We define the transfer
functions of such systems which turn out to be the joint
characteristic functions of the associated vessel. We study
the properties of the transfer functions via restriction
to one-parameter subgroups of . A formula connecting
the values of the transfer function with the characteristic
function of the infinitesimal generator of the group will be
given and an example will be provided for & the az + b-
group.

16.30 - 17.00

On the Class RSI of Rational Schur Functions Intertwining
Solutions of Linear Differential Equations
Daniel Alpay, Andrey Melnikov, Victor Vinnikov

Abstract—In this paper we extend and solve in the class
of functions RSZ [Li], [MV1], [MVc], [M], [M2] mentioned
in the title, a number of problems originally set for the class
RS of rational functions contractive in the open right-half
plane, and unitary on the imaginary line with respect to
some preassigned self-adjoint matrix [BLi], [L]. The problems
we consider include the Schur algorithm [A], [AD], [AMV],
[FK], the partial realization problem and the Nevanlinna-Pick
interpolation problem [N], [P], [BGR], [Dy].

The arguments rely on the study of moments of such func-
tions around infinity and one-to-one correspondence between
elements in a given subclass of RSZ and elements in a subclass
of RS. Another important tool in the arguments is a new result
pertaining to the classical tangential Schur algorithm.

17.00 - 17.30

On Ranks of Noncommutative Polynomials
Victor Vinnikov

Abstract-We consider the minimum of the rank of a
given noncommutative  polynomial in d noncommuting
indeterminates when evaluated on d-tuples of nxn ntdces. It
is conjectured that the minimum of the normalized ank, that
is of the rank divided by n, tends to 0 as n tend® infinity;
an even stronger conjecture is that the minimum ofthe
rank stabilizes for sufficiently large n. These corgctures
appeared in free noncommutative algebra (the studyf two
sided principal ideals in the ring of noncommutatie
polynomials). They are important for free noncommutaive
algebraic geometry that has emerged recently as aowerful
tool when dealing with dimension independent probles in
systems and control. Of course rank minimization poblems
are in general ubiquituous in control and optimizaton.

Consensus and Games
(Regular Session)

Room 7

Chair: Xiaoming Hu

15.30 - 16.00

Optimal Output Consensus Control and Outlier Detection
Johan Thunberg, Xiaoming Hu

Abstract-In  this paper we study the output
consensus problem for systems of agents with lineaontinuous
time invariant dynamics, and derive control laws tkat minimize
a conical combination of the energies of the agentsontrol
signals, while only using local information. We shw that the
optimal control requires the connectivity graph tobe complete
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and in general requires measurements of the staterers. We
identify the cases where the optimal control is ogl based on
output errors, and show that in the infinite time horizon case,
the optimal control can always be expressed as a rmymic
control that is only based on the output errors. Wealso give a
Lemma for the position of the equilibrium point for a large
class of agent dynamics. As a second part of thisaper we
consider the problem of outlier detection, in whichan agent
wants to deduce if an other agent is using the comssus
controller, or if it is an outlier that uses a different controller.
We introduce the outlier detection equation.

16.00 - 16.30

Distributed Consensus Under Limited Information
Haopeng Zhang, Qing Hui

Abstract-Consensus for networked control systems ha
a significant application in civil and military applications,
while most of the literature focus on the researchof
consensus for the networked control system with idé
measurements. However, in practice, those assumpti® can
not be guaranteed properly. Due to the communicatio link
and information storage memory limitations, quantization
consensus is more reasonable for the networked cook system
since the quantized values are less ideal than thgerfectly
measured values and much more easier to access arahsmit
in practice. In this paper, we present a novel qudized
consensus protocol for the networked control systemnd prove
that near-consensus is achieved under this protocolo obtain
the exact-consensus for the quantized system, a tdisuted
consensus algorithm is further investigated. Finajl, the Matlab
simulations are provided to verify our theoreticalresults.

16.30 - 17.00

Emergence of Lévy Flights in Distributed Consensus
Systems
Jing Wang, Nicola Elia

AbstractIn this paper, we consider a multi-agent
model which generates a collective super-diffusiomehavior.
Although such complex behaviors are ubiquitous in m@ny
natural and human-made systems, discovering mechams of
their emergence is mostly an open research area. ©model is
motivated to solve consensus problem under limitaths on
information exchange including link failures and adlitive
noise. We use orthogonal decomposition approach tnalyze
the system and establish several equivalent necesgsaand
sufficient conditions for Mean Square (MS) stabiliy of part of
this system. We show that the emergence of the subiffusion
behavior is introduced by the loss of MS stabilityand prove it
to be Lévy flights for a special system. This work ithe first, to
the best of our knowledge, to establish the intimatrelationship
between propagation of uncertainties in networks, te MS
stability robustness and the emergence of Lévy fligh, which
may have far reaching consequence on the understand and
engineering of complex systems.

17.00 - 17.30

Anti-Palindromic Pencil Formulation for Open-Loop
Stackelberg Strategy in Discrete-Time

Marc Jungers, Cristian Oard

Abstract-The Stackelberg strategy offers, in
gametheoretic framework an adapted concept to obtai
equilibrium for hierarchical games. For linear-quadratic
games, Stackelberg strategy with open-loop informain
structure leads to solve non-symmetric Riccati equins, by
assumming the invertibility of some weighting matrces. This
paper provides an antipalindromic pencil approach ©
formulate it. Thus it allows to relaxe invertibility assumptions
and furthermore to take advantage of the recent lgrature of
numerical methods for palindromic pencils.

Robust Convex Control
(Regular Session)

Room 8

Chair: Debraj Chakraborty

15.30 - 16.00

Bang-Bang Solutions to the Open Loop Maximal Time
Problem
Debraj Chakraborty

Abstract-The problem of maximizing the duration of
open loop operation of a perturbed linear time invaant
system, while keeping performance errors within bond, is
considered. It was shown in an earlier article thathe optimal
control for this problem is purely bang-bang if anassociated

S switching function is non-zero almost everywhere. 8ficient

conditions are derivedin this article to guarantee this
situation.

16.00 - 16.30
Robust Stabilization with Real Parametric Uncertainty via

Linear Programming
Svetlana Iantchenko, Andrey Ghulchak

Abstract=A  numerical method is proposed for
optimal robust control synthesis. A dual interpretaion of the
problemis derived. In the special case, when undainty
parameter is real-valued, it is shown that the dualproblem
becomes essentially finite dimensional in the spacé variables
(semiinfinite convex programming). It makes possild to
efficiently obtain a numerical solution of the dualproblem and
to construct the optimal robustly stabilizing controller via
the alignment principle. In order to illustrate the method,
several examples on the robust stabilization with eal
uncertainties are solved (both analytically and nurarically).

16.30 - 17.00

Treatment of Systems Nonlinearities by a Multiplier Method
Eva Gyurkovics, Tibor Takdcs

Abstract-This paper investigates the conditions under
which an abstract matrix multiplier method can be gplied to
determine guaranteeing cost controls for systems ptaining
nonlinear/ uncertain elements via linear matrix ingualities
(LMIs). Quadratically ~ constrained uncertainties and
nonlinearities are considered which comprehend theases of
norm-bounded, positive-real and sector-bounded
uncertainties/nonlinearities. Both the discrete-tine and the
continuous-time cases are discussed. Necessary auficient
conditions are formulated in case of unstructured ocertainty.
The conditions are sufficient in the structured caseThe cost
guaranteeing controls can be determined by solvingMIs. The
proposed method provides aguideline to treat syste
nonlinearities, if the system dynamics can be fornlated as
considered in the paper by an approriate choice obystem
parameters.

17.00 - 17.30
Gain-Scheduled H> Filter Synthesis via Polynomially
Parameter-Dependent Lyapunov Functions with Inexact

Scheduling Parameters
Masayuki Sato

Abstract-This paper addresses the design problem of Gain-
Scheduled (GS) B filters for Linear Parameter-Varying

(LPV) systems under the condition that only inexacyl
measured scheduling parameters are available. Theéase-space
matrices of the LPV systems are supposed to be polymially
parameter dependent and those of filters which areo be
designed are supposed to be rationally parameter dendent.
The uncertainties in the measured scheduling paramets are
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supposed to lie in a priori defined convex set. Usj structured
polynomially Parameter-Dependent  Lyapunov  Functions
(PDLFs), we give a design method of GS gHfilters, which are

robust against the uncertainties in the measured keduling
parameters, in terms of parametrically affine Linear Matrix
Inequalities (LMIs). Our proposed method includes rdust

filter design as a special case. A numerical exan®l
demonstrates the effectiveness of our method.
Networked Control - 2
(Regular Session)
Room 9

Chair: Shivkumar V. Iyer

15.30 - 16.00

Application of Graph Theory in Stability Analysis of Meshed
Microgrids

Shivkumar V. Iyer, Madhu N. Belur, Mukul C. Chandorkar

Abstract-This paper studies microgrids where loads are
supplied by parallel connected inverters controlled by
decentralized active power/voltage frequency and eetive
power/voltage = magnitude droop  control  laws.  The|
implementation of droop control laws for sharing of power
between inverters has been known to present stalili
problems particularly for large values of active paver/voltage
frequency droop control gains. Stability analysisb the
microgrid requires a mathematical formulation of
the interaction between the inverters due to theidroop control
laws. However, a simple and elegant mathematical rdel
resulting in a conclusive proof of stability has ben found to be
lacking in reported literature. In this paper, a state dynamical
model has been derived by combining active power dilv
equations with the active power/voltage frequency rdop
control laws. Using an analogy between the model i and
connected graphs, a proof of stability of the micrgrid has been
stated as a theorem. The paper further examines th
limitations of the proof and the difference betweerthe results
of the proof and reported practical results.

16.00 - 16.30

Power-Aware Sensor Coverage: an Optimal Control
Approach

Patrick Martin, Rosalba Galvan-Guerra, Magnus Egerstedt,
Vadim Azhmyakov

Abstract-Sensor  networks  primarily  have  two
competing objectives: they must sense as much asspible, yet
last aslong as possible when deployed. In this pap we
approach this problem using optimal control. We desribe a
model that relates each sensor’'s “footprint” to thé& power
consumption and use this model to derive optimal edrol laws
that maintain the area coverage for a specified opational
lifetime. This optimal control approach is then depbyed onto
different sensor networks and evaluated for its allity to
maintain coverage during their desired lifetime.

16.30 - 17.00

Distributed Electrical Power Distribution Using Evolutionary
Variational Inequalities
Abubakr Muhammad

AbstractIn this paper, we study a projected dynamical
system PDS suggested by Nagurney et al. for the giobn of an
electrical power distribution problem. We study the PDS from
the point of view of the topology of the grid contol network. In
particular, we first cast this PDS in a graph theoetic (or
topological) form by using the strategy outlined bythe author
in a previous paper. Next, by studying the criticapoints of this

1%

PDS for various topologies, we compare the solutioof the

global optimization problem with that of the optima reached
under limited network information. In this way, we are able to
incorporate the effect of network control topologyinto the
computational aspects of the optimization problemWe also
characterize the topological properties of commandand
control structures that result in global optima, without the
need to use the full information of the grid.

Robust Control
(Regular Session)

Room 10

Chair: Didier Henrion

15.30 - 16.00

Convex Inner Approximations of Nonconvex Semialgebraic
Sets Applied to Fixed-Order Controller Design
Didier Henrion, Christophe Louembet

Abstract-We describe an elementary algorithm to
build convex inner approximations of nonconvex setsBoth
input and output sets are basic semialgebraic setgven as lists
of defining multivariate polynomials. Even though no
optimality guarantees can be given (e.g. in termsfovolume
maximization for bounded sets), the algorithm is deigned to
preserve convex boundaries as much as possible, iehi
removing regions with concave boundaries. In partiglar, the
algorithm leaves invariant a given convex set. Thelgorithm is
based on Gloptipoly 3,a public-domain Matlab packge
solving nonconvex polynomial optimization problemswith the
help of convex semidefinite programming (optimizatin over
linear matrix inequalities, or LMIs). We illustrate how the
algorithm can be used to design fixed-order contréérs for
linear systems, following a polynomial approach.

16.00 - 16.30

Stability Analysis of Discrete-Time Systems with Time-
Varying Delays via Integral Quadratic Constraints
Chung-Yao Kao

Abstract-This manuscript presents certain $-gain

properties of and the integral quadratic constraint
characterizations derived from these properties for the
discrete-time time-varying operator. These 1QC
characterizations are crucial for the IQC analysisto be applied
to study robustness of discretetime systems in th@esence of
time-varying delays. One new contribution of this manuscript
is to utilize the information of the variation of the delay
parameter to derive less conservative IQCs. The efféveness
of the proposed IQC analysis is verified by numerial
experiments, the results of which are compared withthose
recently published in the literature.

16.30 - 17.00

Robust Stability Analysis of Inverse LQ Regulator for Linear
Systems with Input Delay
Takao Fujii, Osamu Kaneko

Abstract-We analyze the robust stability of Inverse LQ
regulators for single-input linear systems with unertain input
delay. Unlike the usual LQ regulator, the Inverse LQregulator
has a gain tuning pa-rameter that can be chosen fedy to some
extent without losing its LQ optimality. Utilizing this freedom
we seek the range of tuning parameter that ensurahe robust
stability against the uncertain de-lay time, as wéls the robust
stability condition of the Inverse LQ regulator for some gain
tuning parameter. The result is based on the quadti
stabilization problem.
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17.00 - 17.30

Periodically Time-Varying Controller Synthesis for
Multiobjective H2/Heo Control of Discrete-Time Systems and
Analysis of Achievable Performance

Yoshio Ebihara, Jun Yamaguchi, Tomomichi Hagiwara

Abstract-In  this paper, we propose a linear
periodically time-varying  (LPTV)  controller  synthesis
approach for the multiobjective H2/H,, control problem of

discrete-time  linear time-invariant  (LTI) systems. By
artificially regarding the LTI plant as N-periodic and applying
the discrete-time system lifting, we first derive a SDP for the
synthesis of suboptimal multiobjective LPTV controlers.
Furthermore, we show that we can reduce the conseatism
and improve the control performance gradually by sinply
increasing the controller period. On the other hand in the
latter part of the paper, we propose another SDP fothe
computation of a lower bound of the control performance that
is achievable via LPTV controllers of any period andorder.
Similarly to the LPTV controller synthesis, the SDPis derived
based on the liftingbased treatment of the LTI plant and it is
shown that we canimprove the lower bound graduallyby
increasing the fictitious period N. We validate all of these
theoretical results through an illustrative example

Quantum Systems and Control
(Regular Session)

Room 11

Chair: Francesco Ticozzi

15.30 - 16.00

Schrédinger Bridges for Discrete-Time, Classical and
Quantum Markovian Evolutions
Michele Pavon, Francesco Ticozzi

Abstract-The theory of Schrodinger bridges for
diffusion processes is extended to discrete-time Mav chains,

and to some problems for quantum discrete-time pragsses.

Taking into account the past-future lack of symmetryof the
discrete-time setting, results bear a striking resablance to the
classical ones. In particular, the solution of thepath space
maximum entropy problems is always obtained from tle prior
model by means ofa suitable multiplicative functioal
transformation.

16.00 - 16.30

A Unified Approach to Controllability of Closed and Open
Quantum Systems
Indra Kurniawan, Gunther Dirr, Uwe Helmke

Abstract—Based on Lie-algebraic methods from nonlinear
control theory, we present a unified approach to control prob-
lems of finite dimensional closed and open quantum systems.
In particular, we provide a simplified treatment of different
controllability notions for closed quantum systems as well as
new accessibility results for open quantum systems described
by the Lindblad-Kossakowski master equation. To derive con-
trollability and accessibility results, we exploit known results
on the classification of all Lie groups which act transitively
on Grassmann manifolds, and respectively, on R?\ {0}. For
the special case of open quantum systems of coupled spin-%
particles, we obtain a remarkably simple characterization of
accessibility.

16.30 - 17.00

Symmetry in Quantum System Theory of Multi-Qubit
Systems
Robert Zeier, Uwe Sander, Thomas Schulte-Herbriiggen

Abstract— Controllability and observability of multi-spin
systems under various symmetry constraints are investigated
complementing recent work [1]. Conversely, the absence of
symmetry implies irreducibility and provides a convenient
necessary condition for full controllability. Though much easier
to assess than the well-established Lie-algebra rank condition,
this is not sufficient unless in an n-qubit system with connected
coupling topology the candidate dynamic simple Lie algebra can
be identified uniquely as the full unitary algebra su(2"). Based
on a complete list of irreducible simple subalgebras of the su(/V)
in question, easy tests solving homogeneous linear equations
filter irreducible unitary representations of other candidate
algebras of classical type as well as of exceptional types. —
Finally, having identified the dynamic system algebra, many
observability issues can be treated immediately.

17.00 - 17.30

Quantum Stochastic Stability and Weak-* Convergence of
System Observables
Ram Somaraju, Ian R. Petersen

Abstract-The evolution of open quantum systems can be
described using guantum stochastic differential
equations (QSDEs). The solution of QSDEs leads to a eon
parameter semigroup of completely positive operat@ with
which one can associate a minimal quantum Markov thtion.
In this paper, we use a Lyapunov type theorem to pre
asymptotic stability inthe weak-* operator norm far such
minimal Markov dilations provided some assumptions are
satisfied. This theorem uses the fact that the uniball in the
space of bounded operators on aBanach space is Wwéa
compact.

Systems Biology
(Regular Session)

Room 12

Chair: Krisztina Kiss

15.30 - 16.00

Prey and Polyphagous Predator Species with Diffusion
Zsuzsanna Barta, Krisztina Kiss

Abstract-This paper deals with a ratio-dependent
polyphagous predator—prey system taking into accounthe
spatial movement of the species. We will investigat
under what conditions Turing stability or instability occurs
in higher dimensions.

16.00 - 16.30

Robust Dynamical Network Reconstruction
Ye Yuan, Guy-Bart Stan, Sean Warnick, Jorge Gongalves

Abstract-This paper addresses the problem of
robustly reconstructing network structure from input-output
data. Previous work identified necessary and suffient
conditions for network reconstruction of LTI systems,
assuming perfect measurements (no noise) and perfexystem
identification. This paper assumes that the previodg
identified necessary and sufficient conditions for network
reconstruction are satisfied but here we additiondy take into
account noise and unmodelled dynamics  (including
nonlinearities). In order to identify the network structure that
generated the data, we compute the smallest distaex between
the measured data and the data thatwould have been
generated by particular Boolean networks. By strikng a
compromise between such distance and network compigy,
we provide methods for revealing the correct netwde
structure from data despite the presence of noise
and nonlinearities.
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16.30 - 17.00

MAPK Module: Biological Basis, Structure, Mathematical
Model and Dynamical Analyse
Natasa A. Kablar

AbstractIn this paper we present mitogen-activated
protein kinase (MAPK) module: its biological defintion,
structure, and model. In modelling stage, we buildn result of
[9], and we include newly experimentally observedmpcesses to
capture more on real dynamic of cell: cross-linkingamong the
different modules of MAPK and/or cross-linking with other
pathways; influence of Phosphatase’s, and influenceof
phosphorylated kinase kinase (KKP) found to have mfound
effect on module dynamics. For the chosen set
experimentally verifiable parameters we perform dyramic
analyze. In investigation of bifurcation, we find Fopf
Bifurcation as the only type of bifurcation observel.

17.00 - 17.30

Estimation of Efficacy of HIV Nucleoside-Analogue Reverse
Transcriptase Inhibitor (AZT) via Stochastic Modeling
Samira Khalili, James M. Monaco, Antonios Armaou

Abstract-In this work, the mechanisms by which
nucleosideanalogue reverse transcriptase inhibitordNRTIs),
the most common class of drugs used in the treatmeaf HIV-
1, exerttheir antiviral effects are analyzed and mathods in
which those known mechanisms could be employed temgrate
mathematical models for drug efficacy in terms of masurable
physical values are identified. Drug concentrations considered
as a time variant parameter which depends on the dg
administration time and dosage.

Stochastic Control
(Regular Session)

Room 13

Chair: Alexander Yu. Mazurov

15.30 - 16.00

Risk-Sensitive Dissipativity and Relevant Control Problems
Alexander Yu. Mazurov, Pavel V. Pakshin

Abstract-The paper is focused on control-affing
stochastic It6 systems with control-quadratic storge functions.
The concept of dissipativity with risk-sensitive stcage function
(RSSF) is proposed, with dissipativity criterion deved
involving generalized Hamilton-Jacobi-Bellman inegalities.
The proof utilizes a certain version of stochastic Astein’s
inequality. Connections to risk-sensitive suboptimia control,
the theory of games, invariant probabilistic measwe and
deterministic Ho-control are established. In linear-quadratic

case the results are expressed via linear matrix égualities
(LMI). An example is provided.

16.00 - 16.30

Hardy-Schatten Norms of Systems, Output Energy
Cumulants and Linear Quadro-Quartic Gaussian Control
Igor G. Vliadimirov, Ian R. Petersen

Abstract-This paper is concerned with linear
stochastic control systems in state space. The igtal of the
squared norm of the system output over a bounded rtie
interval is interpreted as energy. The cumulants ofhe output
energy inthe infinite-horizon limit are related to Schatten
norms of the system in the Hardy space of transfefunctions
and the risksensitive performance index. We emplow novel
performance criterion which seeks to minimize a cotvination
of the average value and the variance of the outpwgnergy of
the system per unit time. The resulting linear quado-quartic
Gaussian control problem involves theH., and H -norms of the

yfrandom disturbances with

closedloop system. We obtain equations for the optal
controller and outline a homotopy method which redages the
solution of the problem to the numerical integration of a
differential equation initialized by the standard linear
guadratic Gaussian controller.

16.30 - 17.00

Anisotropy-Based Bounded Real Lemma
Alexander P. Kurdyukov, Eugene A. Maximov, Michael M.
Tchaikovsky

Abstract-This paper extends the Bounded Real Lemma
of the Hy-control theory to stochastic systems under

imprecisely known probabilty
distributions. The statistical uncertainty is measued in
entropy theoretic terms using the mean anisotropyunctional.
The disturbance attenuation capabilities of the sysm are
quantified by the anisotropic norm which is a stochstic
counterpart of the Hy-norm. We develop a state-space

criterion for the anisotropic norm of a linear discete time
invariant system to be bounded by a given thresholdalue. The
resulting Anisotropy-based Bounded Real Lemma inveks an
inequality on the determinant of a matrix associaté with a
parameter-dependent algebraic Riccati equation.

Economics and Systems Theory
(Regular Session)

Room 14

Chair: Giacomo Como

15.30 - 16.00

On Robustness Analysis of Large-Scale Transportation
Networks

Giacomo Como, Ketan Savla, Daron Acemoglu, Munther A.
Dahleh, Emilio Frazzoli

Abstractdn this paper, we study robustness properties
of transportation networks with respect to its pre-
disturbance equilibrium operating condition and the agents’
response to the disturbance. We perform the analysiwithin a
dynamical system framework over a directed acycliograph
between a single origin-destination pair. The dynamal system
is composed of ordinary differential equations (ODEf one for
every edge of the graph. Every ODE is a mass balanequation
for the corresponding edge, where the inflow terms a function
of the agents’ route choice behavior and the arridarate at
the base node of that edge, and the outflow term fanction of
the congestion properties of the edge.We consideistlurbances
that reduce the maximum flow carrying capacity of he links
and define the margin of stability of the network & the
minimum capacity that needs to be removed from th@etwork
so that the delay on all the edges remain bounded/er time.
Fora given equilibrium operating condition, we deive
upper bounds on the margin of stability under local
information constraint on the agents’ behavior, and
characterize the route choice functions that yieldhis bound.
We also setup a simple convex optimization probleno find the
most robust operating condition for the network anddetermine
edge-wise tolls thatyield such an equilibrium opeating
condition.

16.00 - 16.30
Combining the Frisch Scheme and Yule-Walker Equations

for Identifying Multivariable Errors-in-Variables Models
Roberto Diversi, Roberto Guidorzi

Abstract-Errors—in—Variables (EIV) models, i.e.
models whose stochastic environment considers measment
errors on both inputs and outputs are intrinsically more
realistic than representations assuming an exact kwledge of
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the input but are also more difficult to estimate.The difficulties
increase in a non trivial way passing from the SISGnd MISO
cases to the MIMO one. This paper proposes a procerl
for EIV identification of MIMO processes based on tke
Frisch scheme that assumes additional white noisesn all
inputs and outputs and shows its effectiveness by eans of
Monte Carlo simulations.

16.30 - 17.00

Recursive Estimation of GARCH Processes
LaszIé Gerencsér, Zsanett Orlovits, Balazs Torma

AbstractARCH processes and their extensions know
as GARCH processes are widely accepted for modeltin
financial time series, in particular stochastic vadtility
processes. The offline estimation of ARCH and GARCH
processes have been analyzed under a variety of ditions in
the literature. The main contribution of this paper is a rigorous
convergence analysis of a recursive estimation metti for
GARCH processes with large stability margin under
reasonable technical conditions. The main tool in he
convergence analysis is an appropriate modificatiorof the
theory developed by Benveniste, Métivier and Priowat.

17.00 - 17.30

Stochastic Calculus of Heston's Stochastic-Volatility Model
Floyd B. Hanson

Abstract-The Heston (1993) stochastic—volatility model is
square—root diffusion model for the stochastic—vagnce.
It gives rise to a singular diffusion for the distibution
according to Feller (1951). Due to the singular nate, the time-
step must be much smaller than the lower bound ofhe
variance. Several transformations are introduced tht lead to
proper diffusions including a transformation to an additive
noise model with perfect-square solution, an exactonsingular
solution special case and an alternate model. Sination
solution examples are also given.

Differential Geometric Methods for
Computational Engineering Applications - 2
(Invited Session)

Room 15

Organizers: Knut Hiper, Christian Lageman
Chair: Christian Lageman

15.30 - 16.00
A Filtering Technique on the Grassmann Manifold

Quentin Rentmeesters, Pierre-Antoine Absil, Paul van
Dooren

Abstractdn this paper, a filtering technique that deals
with subspaces, i.e., points on the Grassmann maoid, is
proposed. This technique is based on an observer dgs where
the data points are seen as the outputs of a constavelocity
dynamical model. An explicit algorithm is given toefficiently
compute this observer on the Grassmann manifold. Tk
approach is compared to a particle filtering technjue and
similar results are obtained for a lower computatimal cost.
Some extensions of the filter are also proposed.

16.00 - 16.30

Rotation Averaging and Weak Convexity
Richard Hartley, Jochen Trumpf, Yuchao Dai

Abstract-We generalize the concept of geodesic convexity
inthe Special Orthogonal Group SO(3) and apply the
generalization to the discussion of rotation averdgg. As a
result we are able to derive strong and new theoresnabout the
location of global minima of the rotation averaging cost
function. A brief discussion of the relationship ofour results to
previous results from the literature will be provided, as well as
an application to camera rig calibration in compute vision.

16.30 - 17.00

On the Computation of Means on Grassmann Manifolds
Knut Hiper, Uwe Helmke, Sven Herzberg

Abstract-Given a set of data points on a
Grassmann manifold sufficiently close to each otherone way
to define their centroid or geometric mean is vialie minimizer
of a certain cost function. If one chooses the coas the sum of
squared geodesic distances between a given pointdaall the
data points we end up with the definition of the Kacher mean.
In this paper we analyze the critical points for this cost
function.

17.00 - 17.30

Joint Subspace Intersections as a Fitting Problem
h Christian Lageman, Knut Hiper

Abstract-n this paper we consider the task of estimating a
joint intersection of several subspaces from pertied
measurements of the subspaces. We treat this probfeas a
fitting problem on a Grassmann manifold. A potentid
application in face recognition is discussed.




