Cross-correlation of Costas arrays: the current status
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Abstract—We study the cross-correlation of pairs of Costas arrays, and more specifically its maximal value over the families of Golomb and Welch permutations. We record the numerical results found, analyze them, formulate conjectures summarizing our findings, and present the current progress towards a rigorous proof of these conjectures.
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I. INTRODUCTION

Costas arrays are, to begin with, permutation arrays, namely square arrangements of dots/1s and blanks/0s, such that there lies exactly one dot per row and column. Furthermore, they are required to satisfy the Costas property: no four dots can form a parallelogram, and no three dots lying on a straight line can be equidistant. They appeared for the first time in 1965 in the context of SONAR detection [2], [3], when J.P. Costas, disappointed by the poor performance of SONAR systems, used them to describe a novel frequency hopping pattern for SONAR systems with optimal auto-correlation properties. About two decades later, Prof. S. Golomb published two generation techniques [4], [7], [8] for Costas permutations, both based on the theory of finite fields, known as the Welch and the Golomb method, respectively. These are still the only general construction methods for Costas permutations available today, and they succeed in constructing $n \times n$ Costas arrays for infinitely many, though not all, $n$. The existence of $n \times n$ Costas arrays for all $n \geq 1$ remains an open problem; $n = 32$ and 33 are the smallest values of $n$ for which there is currently no known example of a Costas array.

Consider two $n \times n$ Costas arrays $A$ and $B$ placed on top of each other, so that they overlap perfectly, and shift $A$ by $u$ rows and $v$ columns with respect to $B$: the number of pairs of overlapping dots is the value of the cross-correlation at $(u, v)$, denoted by $C_{A,B}(u, v)$. If $A = B$, the only possible cross-correlation values are 0, 1, and $n$; for, any other value between 2 and $n - 1$ would require the existence of a shift $(u, v)$ that would bring a set of two or more dots on top of another equinumerous set of dots, implying the existence of either a parallelogram or equidistant dots on a straight line, a contradiction. In this sense, the auto-correlation of a Costas array is optimal. When $A \neq B$, however, it can be shown that, unless $A$ and $B$ are trivially small, they always contain a pair of dots set apart by the same amount of rows and columns [9], so that their maximal cross-correlation is at least 2 (note that $C_{A,B}(u, v) = n$ is possible iff $u = v = 0$ and $A = B$), and therefore no longer optimal. The following questions then arise naturally: What is the maximal cross-correlation between two Costas arrays in a certain Golomb or Welch family? In particular, for which of these families is the maximal cross-correlation small?

The motivation behind studying the cross-correlation of Costas arrays is quite straightforward: assuming there are multiple RADAR/SONAR systems in the same geographical area, the waveforms they transmit are bound to interfere. If each system is transmitting a waveform specified by a Costas array, it is important to determine sufficiently large families of Costas arrays, over which the cross-correlation is uniformly bounded by a small value, so that, by choosing Costas arrays out of such a family, interference is minimized.

The layout of the paper is as follows: Section II gives an overview of the basics about Costas arrays, including relevant definitions and construction techniques; Section III motivates the construction of Costas arrays by explaining the modeling process which results to their definition; Section IV presents numerical results on the cross-correlation of Costas arrays and conjectures suggested by their analysis; and, finally, Section V presents our progress towards a rigorous proof of these conjectures.

II. BASICS

We let below $[n] := \{1, \ldots, n\}$, $n \in \mathbb{N}$, along with the obvious variants $[n] - 1 = \{0, 1, \ldots, n-1\}$ etc. We call $f : A \to B$ a bijection if $f$ is $1-1$ and onto (injective and surjective), as usual, but we reserve the word “permutation” for bijective $f$ with $A = B$. The authors are also affiliated with the School of Electrical, Electronic & Mechanical Engineering, University College Dublin, Belfield, Dublin 4, Ireland, and with the Claude Shannon Institute for Discrete Mathematics, Coding, and Cryptography.

This work is an abridged and slightly updated version of the paper “On the maximal cross-correlation of algebraically constructed Costas arrays”, authored by K. Drakakis, R. Gow, S. Rickard, and K. Taylor, currently submitted for publication, and is based upon works supported by the Science Foundation Ireland under Grant No. 05/Y12/1677, 06/MI/006 (Claude Shannon Institute), and 08/RFP/MT/H1164.
A. Definitions

Definition 1. Consider a bijection \( f : [n] \to [n] \); \( f \) is a Costas permutation iff it satisfies the Costas property, also known as Distinct Differences Property (DDP):

\[
\forall i, j, k : \ i, j, i + k, j + k \in [n],
\]
\[
f(i + k) - f(i) = f(j + k) - f(j) \Rightarrow i = j \text{ or } k = 0. \quad (1)
\]

A permutation \( f \) corresponds to a permutation array \( A_f = [a_{i,j}^f] \) by setting the elements of the permutation to denote the positions of the (unique) 1 in the corresponding column of the array, counting from top to bottom: \( a_{f(i),j}^f = 1 \). Costas arrays are permutation arrays corresponding to Costas permutations.

It is customary to represent 1s in a permutation array as “dots” and 0s as “blanks”. From now on the terms “array” and “permutation” will be used interchangeably, in view of this correspondence, though some results are easier to understand having one representation in mind than the other. Thinking in terms of arrays rather than permutations, for example, we see that the Costas property is equivalent to the fact that the distance vector \( (f(j) - f(i), j - i) \) between the dots of the \( i \)th and \( j \)th columns, \( 1 \leq i < j \leq n \) is not repeated between any other pair of dots: hence, as stated in the Introduction, no four dots form a parallelogram, and no three dots lying on a straight line are equidistant. Furthermore, as horizontal and vertical flips, transpositions around the diagonals, and rotations of the array by multiples of 90° (which can be expressed as compositions of flips and transpositions) have no effect on the relation between distance vectors in the array, all arrays resulting from a sequence of such operations on a Costas array are Costas arrays themselves: a Costas array thus gives birth to an equivalence class containing either eight Costas arrays or four (if the original array happens to be symmetric, so that transposition has no effect). Note that, if \( A_f \) corresponds to \( f \), the transpose corresponds to the inverse permutation: \( (A_f)^T = A_f^{-1} \). The values of \( n \) for which all \( n \times n \) Costas permutations are guaranteed to have been found (through exhaustive computer search) are currently \( 1 \leq n \leq 27 \) (see, for example, [1], [6], [12] and references therein).

The following definition of the cross-correlation formalizes the descriptive definition given in the Introduction:

Definition 2. Let \( f_1, f_2 : [n] \to [n] \) be Costas permutations. Their cross-correlation at \( (u, v) \in \mathbb{Z}^2 \) is defined as

\[
C_{f_1,f_2}(u,v) = \{|i \in [n] : i - u \in [n], f_1(i - u) + v = f_2(i)\}.
\]

Equivalently, the cross-correlation can be defined on the corresponding arrays:

\[
C_{A_{f_1},A_{f_2}}(u,v) = \sum_{i,j \in [n]: i + u,j + v \in [n]} a_{i+u,j+v}^{f_1} a_{i,j}^{f_2}.
\]

B. Construction methods

There exist two algebraic construction techniques for Costas permutations, namely the Golomb method and the Welch method [4], [7], [8].

Theorem 1 (Exponential Welch construction \( W_1^{\exp}(p, \alpha, c) \)). Let \( p \) be a prime, let \( \alpha \) be a primitive root of the finite field \( \mathbb{F}_p \) of \( p \) elements, and let \( c \in [p-1] \) be a constant; then, the function \( f : [p-1] \to [p-1] \) where \( f(i) = \alpha^{i+1+c} \mod p \) is a Costas permutation. Overall, this family contains \((p-1)\phi(p-1)\) distinct permutations.

Flips of \( W_1^{\exp} \)-arrays are also \( W_1^{\exp} \)-arrays; in general, however, their transposes are not: instead, they form a family known as logarithmic Welch arrays.

Corollary 1 (Logarithmic Welch construction \( W_1^{\exp}(p, \alpha, c) \)). Let \( p \) be a prime, let \( \alpha \) be a primitive root of the finite field \( \mathbb{F}_p \) of \( p \) elements, let \( c \in [p-1] \) be a constant, and let \( f \) be the exponential Welch Costas permutation \( W_1^{\exp}(p, \alpha, c) \); then, the permutation \( f^{-1} : [p-1] \to [p-1] \) has the Costas property.

The two families are disjoint for \( p > 5 \) [5], which leads to the result that there exist in total \( 2(p-1)\phi(p-1) \) \( W_1 \)-arrays of order \( p-1 \). Note also that a cyclic shift of the columns/rows of a \( W_1^{\exp}/W_1^{\log} \)-array, indicated by the presence of the constant \( c \) in the two definitions above, results in a new \( W_1^{\exp}/W_1^{\log} \)-array. For this reason, \( c \) is referred to as the shift parameter of a \( W_1 \)-array: the fact that cyclic shifts of the columns/rows of \( W_1^{\exp}/W_1^{\log} \)-arrays also lead to Costas arrays is usually referred to as the single periodicity property of \( W_1^{\exp}/W_1^{\log} \)-arrays. The subscript in \( W_1 \) signifies that the constructed permutation’s order is one less than the size of the finite field used. By adding and removing corner dots, this construction yields a range of derived methods, denoted by \( W_\iota \), \( \iota = 0, 1, 2, 3 \).

Theorem 2 (Golomb construction \( G_2(q, a, b) \)). Let \( p \) be a prime, \( m \in \mathbb{N}^* \), and let \( \alpha, \beta \) be primitive roots of the finite field \( \mathbb{F}_q \) of \( q = p^m \) elements; then, the function \( f : [q-2] \to [q-2] \) where \( \alpha^i + \beta^{f(i) - 1} \) is a Costas permutation. Overall, this family contains \( \frac{q^2(q-1)}{m} \) distinct permutations.

Flips and transpositions of \( G_2 \)-arrays lead also to \( G_2 \)-arrays; by adding and removing corner dots we again obtain a whole range of derived methods \( G_\iota \), \( \iota = 0, 1, \ldots, 5 \). The special case \( \alpha = \beta \) is known as the Lempel construction.

The proofs of these results are omitted here, but can be found in [4], [7], [8] in detail. Costas permutations constructed/not constructed by the algebraic techniques described above are commonly referred to as algebraic/sporadic Costas permutations.

III. Why Costas arrays? Some motivation

RADAR and SONAR systems detect the the distance and velocity of targets around them by transmitting periodically a waveform \( W \) and listening for reflections \( R \). Assuming an ideal noiseless environment, \( R \) is just a copy of \( W \), only attenuated and shifted in frequency and time. The time delay indicates the distance of the target, while the frequency shift, through the Doppler effect, its velocity (we assume here that the frequency content of \( W \) is narrowband enough
for the Doppler effect, which is multiplicative, to be well approximated by a uniform additive shift for all frequencies).

How are the time and frequency shifts detected? The simplest solution would be to apply a matched filter: $R$ is cross-correlated with shifted versions of $W$ for various time and frequency shifts, and the pair of shifts corresponding to the maximal cross-correlation are the true shifts sought:

$$\left( s^*_t, s^*_f \right) = \arg\max_{(s_t, s_f)} |\psi(s_t, s_f)|,$$

where $\psi(s_t, s_f) = \int_{-\infty}^{+\infty} (F_{s_f}W)(t - s_t)R(t)dt$, (2)

where $s_t$ and $s_f \geq 0$ denote the time and frequency shifts, respectively, and the operator $F_{s_f}$ maps $W$ to the signal obtained by translating every positive frequency of $W$’s spectrum by $s_f$ to the right and every negative frequency by $s_f$ to the left (so that $F_{s_f}W$ remains real).

Alas, this simple idea fails to work in practice, because all real media are incoherent: phase delay varies with frequency, hence waveforms tend to spread while traveling in the medium [3], so that, by the time $R$ reaches the receiver, it may look so different from $W$ that coherent processing becomes inappropriate.

J.P. Costas’s idea [3] was to discard phase information, since it is unreliable, and carry out the cross-correlation based on the energy contents of $W$ and $R$ alone. Consider a waveform of the form:

$$W(t) = A \cos \left( \phi_k + 2\pi \left( f_0 + \frac{a_k}{n} f_1 \right) t \right), \quad t \in \left[ \frac{k-1}{n} T, \frac{k}{n} T \right],$$

where $k \in [n]$, $T$ is the time duration of the pulse, $f_0, f_1$ are two predetermined frequencies, $\phi_k$ are phases suitably chosen so that the phase of $W$ is continuous in $t$ (we may choose $\phi_1 = 0$), and $a : [n] \to [n]$ is a bijection. This is a frequency hopping waveform whose instantaneous frequency is

$$f(t) = f_0 + \frac{a_k}{n} f_1, \quad t \in \left( \frac{k-1}{n} T, \frac{k}{n} T \right), k \in [n].$$

We observe that $W$ is completely determined by $a$, given that $f_0, f_1, and T$ are set.

Costas’s idea amounts effectively to placing an energy content detector before the matched filter, thus reconstructing $a$ from $W$, and similarly for $R$. The signals fed to the matched filter can then each be abstracted as a 2D infinite sequence (representing the time-frequency plane), which is full of 0s/blanks (denoting the absence of energy), except for a $n \times n$ square that corresponds to a permutation array (whose 1s/dots denote that energy is present there), exactly as described in Definition 1. The filter overlays the two 2D sequences, then shifts one with respect to the other by some rows vertically and some columns horizontally, and counts how many pairs of dots overlap, in accordance with the description in the Introduction and with Definition 2. In the absence of noise, $R$ is an exact copy of $W$, only shifted in time and frequency, so the matched filter will have found the correct shift parameters when the cross-correlation becomes equal to $n$.

When noise is present, however, some of $R$’s dots may have shifted irregularly or even gone altogether missing: $R$ will no longer be an exact copy of $W$, and the maximal cross-correlation will no longer be $n$. The filter will have no alternative than to locate the maximal cross-correlation (note that now it won’t know a priori what the maximum will be) and return the shift parameters corresponding to it; but this maximum may no longer be unique, or one of the (former) sidelobes may have grown taller than the main lobe: either case will result to spurious target detection.

What should the form of $a$ (or the corresponding array $A$) be in order to minimize the probability of spurious detections? In the absence of noise, the cross-correlation is just a shifted form of the autocorrelation of $A$, so we need to choose $A$ in such a way as to suppress as much as possible the height of the autocorrelation sidelobes relatively to the main lobe (whose height is $n$):

$$A = A^* = \arg\min_A \max_{(u,v)\neq(0,0)} C_{A,A}(u,v).$$

Choosing any pair of dots in $A$, there exists a shift (their distance vector) that will move these dots on top of each other, so sidelobes of height 1 will exist and nothing can be done about it. If, however, we stipulate that distance vectors be unique, there will be no sidelobe of height 2 or more; but, according to Definition 1, this is precisely the Costas property! Autocorrelation is known as auto-ambiguity in the SONAR/RADAR community, and waveforms with the Costas property are said to have ideal thumbtack auto-ambiguity [3], [8].

Why should the optimal $A$ be a permutation array, as we assumed (summarily and without any further explanation) above? Would using twice the same frequency, or using two frequencies simultaneously, not improve the autocorrelation? Costas argued on basic engineering principles that indeed it would not [3].

Why, finally, do we need the full force of the Costas property? Would sidelobes of height 2 or more, but still much shorter than the main lobe, not suffice? We argue that indeed they would not, but for a reason we have not mentioned so far: even if such a signal performed well under noise conditions, as discussed above, there is still the issue of multipath interference. In the real world $R$ will most likely be the sum of attenuated and shifted noisy versions of $W$ (by different attenuation and shift parameters) representing echoes from different reflection paths, which may add up constructively at the receiver: the taller the sidelobes of $W$ are, the easier it is for them to add up to a really tall sidelobe in $R$.

IV. NUMERICAL RESULTS AND CONJECTURES

Tables I and II show

$$C_S(q) = \max_{f_1 \neq f_2} \max_{f_1, f_2 \in S(u,v)} C_{f_1, f_2}(u,v),$$

(5)
where \( S \) is either the family \( W_3(q) \) of \( W_1 \)-permutations or the family \( G_2(q) \) of \( G_2 \)-permutations generated in \( \mathbb{F}_q \), as a function of the prime (power) \( q \). An important note regarding \( W_1 \)-permutations, which will be assumed throughout this work without being referred to explicitly again, is that pairs \((f_1,f_2)\) such that \( f_1 \) and \( f_2 \) are a) either both exponential or both logarithmic \( W_1 \)-permutations and b) generated by the same primitive root are not considered in the maximization.

Focusing on Table I and II, respectively, we collect our observations in the following conjectures:

**Conjecture 1** (Main conjecture for primes). With respect to \( C_{W_1}(p) \) and \( C_{G_2}(p) \), primes \( p \) can be classified into three groups:

- For primes \( p \neq 19 \) such that \((p - 1)/2\) is not a prime, 
  \( C_{W_1}(p) = C_{G_2}(p) + 1 \) and 
  \( C_{W_1}(p) = (p - 1)/r \), where 
  \( r \) is the smallest divisor of \((p - 1)/2\).

- \( p = 19 \) is the only prime for which 
  \( C_{W_1}(p) = C_{G_2}(p) \) and 
  \( C_{W_1}(p) = (p - 1)/r = 6 \), where \( r = 3 \) is the smallest divisor of \((p - 1)/2\).

- Primes \( p \) such that \((p - 1)/2\) is also a prime (known as safe primes) correspond to local minima of both \( C_{W_1}(p) \) and \( C_{G_2}(p) \).

Observe that the conjecture suggests that the maximal cross-correlations of the two families of \( G_2 \) and \( W_1 \)-permutations are closely related (they almost always differ by 1), despite being based on completely different mechanisms. This is indeed remarkable!

**Conjecture 2** (Main conjecture for prime powers). With respect to \( C_{G_2}(q) \), prime powers \( q \) can be classified into three groups:

- For prime powers \( q \neq 16 \) such that neither \((q - 1)/2\) nor \( q - 1 \) is a prime, 
  \( C_{W_1}(q) = (q - 1)/r - 1 \), where \( r \) is either the smallest divisor of \((q - 1)/2\), if \( q \) is odd, or of \( q - 1 \), if \( q \) is even.

- \( q = 16 \) is the only prime power for which 
  \( C_{G_2}(q) = (q - 1)/r = 5 \), where \( r = 3 \) is the smallest divisor of \((q - 1) = 15 \).

- Prime powers \( q \) such that either \((q - 1)/2\) is prime (in which case \( q = 3^{m} \) for some prime \( m \)) or \( q - 1 \) is prime (in which case \( q = 2^{m} \) for some prime \( m \)) and \( q - 1 \) is a Mersenne prime correspond to local minima of \( C_{G_2}(q) \).

V. **THEORETICAL RESULTS**

The following theorems summarize the extent of our success in proving the conjectures of the previous section.

**Theorem 3.** Let \( p \) be a prime, and let \( r \) be the smallest prime such that \( p \equiv 1 \mod (2r) \); then
\[
\max_{f_1 \neq f_2, \ f_1, f_2 \in \mathbb{F}_{q^w}} C_{f_1, f_2}(0, 0) = (p - 1)/r.
\]

**Proof:** We consider the number of solutions \( i \in [p - 1] \) of the equation
\[
\alpha^{i-1+c} \equiv \beta^{i-1+d} \mod p,
\]
where \( c, d \in [p - 1] - 1 \) are constants, and \( \alpha, \beta \) are distinct primitive roots. Since there exists an \( s \in [p - 1]\{1\} \), such that 
\((s, p - 1) = 1 \) and that \( \beta = \alpha^s \), the equation above becomes
\[
(s - 1)(i - 1) \equiv c - sd \mod (p - 1).
\]

Since \( c - sd \) spans all residue classes modulo \( p - 1 \), the maximal number of roots of the equation above over all possible pairs \((c, d)\) equals the number of roots \( x \) of the equation
\[
(s - 1)x \equiv 0 \mod (p - 1),
\]
so we may focus on this one instead. It is well known that this congruence has \((s - 1, p - 1) \) roots, so that indeed \((s - 1, p - 1) = (p - 1)/w \), where \( w \) is a divisor of \( p - 1 \); the maximal number of roots corresponds to the smallest possible \( w \) which is obtainable by an allowed value of \( s \) (recall the constraint \((s, p - 1) = 1 \)). That is,
\[
\max_{f_1 \neq f_2, \ f_1, f_2 \in \mathbb{F}_{q^w}} C_{f_1, f_2}(0, 0) = (p - 1, p - 1). \tag{9}
\]

In general, the maximal possible value of \((s - 1, p - 1) \) is \((p - 1)/2 \), in which case \( s - 1 = (p - 1)/2 \) if and only if \((s, p - 1) = 1 \)

\[
1 = (s, p - 1) = \left( \frac{p + 1}{2}, p - 1 \right) = \left( \frac{p - 2}{2}, 2 \right) \quad \Leftrightarrow \quad \frac{p + 1}{2} \equiv 1 \mod 2 \quad \Leftrightarrow \quad p \equiv 1 \mod 4. \tag{10}
\]

In other words, \( s = (p + 1)/2 \), leading to \( r = 2 \), is admissible iff \( p - 1 \) is divisible by 4, in which case 2 is indeed the smallest divisor of \((p - 1)/2\).

Assume now \( p \equiv 3 \mod 4 \), let \( w \) be a prime such that \( p \equiv 1 \mod w \), and let \( s = \lambda(p - 1)/w + 1 \), for some \( \lambda \in [w - 1] \). It is clear that
\[
(s - 1, p - 1) = \left( \lambda \frac{p - 1}{w}, p - 1 \right) = \left( \lambda \frac{p - 1}{w}, \frac{p - 1}{w} \right) = \frac{p - 1}{w} = (\lambda, w) = \frac{p - 1}{w}. \tag{11}
\]

We will show that \( s \) is admissible for either \( \lambda = 1 \) or \( \lambda = 2 \). Let \( p = 1 + wk \), and observe that
\[
\left( \lambda \frac{p - 1}{w} + 1, p - 1 \right) = (\lambda k + 1, wk) \quad \text{unless} \quad w|\lambda k + 1, \text{this is equal to} \quad (\lambda k + 1, k) = (1, k) = 1.
\]
Assuming now that \( w|k + 1 \) and \( w|2k + 1 \), it follows that \( w|k \), so that \( w|1 \), a contradiction; so, either \( \lambda = 2 \) or \( \lambda = 1 \) leads to an admissible value of \( s \). When is \( \lambda = 2 \) needed? When \( w|k + 1, k = lw - 1 \) for some \( l \), so that \( p = 1 + (lw - 1)w = lw^2 - w + 1 \equiv p \equiv w^2 - w + 1 \mod w^2 \).

We have shown that for every prime \( p \equiv 3 \mod 4 \) and every prime \( w \) such that \( p \equiv 1 \mod (2w) \) (note that necessarily \( w > 2 \) so that \( p - 1 \) is divisible by both 2 and \( w \)), there exists an admissible \( s \) such that \((8)\) has \((p - 1)/w \) roots. This is clearly maximized when \( w \) is the least possible such prime, namely \( w = r \). This completes the proof. \( \blacksquare \)
Theorem 4. Let \( q \) be an odd prime power, and let \( r \) be the smallest prime such that \( q \equiv 1 \mod (2r) \); then there exist \( f_1, f_2 \in G_2(q) \) such that \( C_{f_1, f_2}(0, 0) = (q-1)/r - 1 \).

Proof: Let \( f_1 \) be generated through \( \alpha^i + \beta f_1(i) = 1 \), and let \( f_2 \) be generated through \( \gamma^j + \delta f_2(j) = 1 \), \( i, j \in [q-1] \). There exist \( s \) and \( t \) such that \( (s, q-1) = (t, q-1) = 1 \) and \( \gamma = \alpha^s, \delta = \beta^t \). Whenever \( f_1(i) = f_2(j) \) and \( i = j \), it follows that

\[
y^s + (1-y)^t = 1, y = \beta f_1(i),
\]

so \( C_{f_1, f_2}(0, 0) \) is equal to the number of roots \( y \) of this polynomial in \( \mathbb{F}_q \), with the exception of \( y = 0 \) and \( y = 1 \) (due to what \( y \) stands for). Letting now \( t = 1 \) and \( y = \alpha^x \) leads to the equation

\[
(s-1)x \equiv 0 \mod (q-1),
\]

which is the same as \( (8) \). The proof now follows verbatim the proof of Theorem 3, with the only exception that \( x = 0 \leftrightarrow y = 1 \) has to be discounted, leading to one root less. This completes the proof.

Theorem 5. Let \( q \) be an even prime power (i.e. a power of 2) and let \( r \) be the smallest prime such that \( q \equiv 1 \mod (2r) \); then there exist \( f_1, f_2 \in G_2(q) \) such that \( C_{f_1, f_2}(0, 0) = (q-1)/r - 1 \).

Proof: The derivation of \( (13) \) in the proof of Theorem 4 did not rely on the parity of \( q \), so it remains valid. The proof now follows almost verbatim the proof of Theorem 3, with the exception that again \( x = 0 \leftrightarrow y = 1 \) has to be discounted, leading to one root less. The extra caveat is that \( q-1 \) is now odd, hence not divisible by 2; fortunately, the relevant second part of the proof of Theorem 4 (concerning \( p \equiv 3 \mod 4 \)) does not rely on the parity of \( p \), or even the fact that \( p \) is prime, so the argument can be repeated verbatim for \( q \) (which is now even). This completes the proof.

Note that, whenever \( q - 1 \) is a (Mersenne) prime, Theorem 5 asserts the existence of two \( G_2 \)-permutations whose cross-correlation at \((0, 0)\) is 0; this is interesting in itself.

Comparing the theorems of this section with the conjectures of Section IV, we can now be more specific regarding what remains to be shown:

Conjecture 3. Assuming \( p \) is a prime such that \((p-1)/2\) is not a prime, \( C_{W_i}(p) = \max_{f_1 \neq f_2, \ f_1, f_2 \in W_i^{**}(p)} C_{f_1, f_2}(0, 0) \).

Assuming \( q \neq 16, 19 \) is a prime power such that neither \( q-1 \) nor \((q-1)/2\) is prime, \( C_{G_2}(q) = C_{f_1, f_2}(0, 0) \), where \( f_1 \) is generated by primitive roots \((\alpha, \beta)\) and \( f_2 \) by primitive roots \((\alpha^s, \beta)\), where \( s \) is as determined in the proofs of Theorems 4 and 5.

It is clear that Conjecture 3 sets forth four tasks. First, we need to understand the results pertaining to the exceptional values of \( p \) and \( q \); at the moment, our only observation is that the maximal cross-correlation there appears to be lower than elsewhere, but we are unable to qualify this statement further.

Second, we need to determine whether, for non-exceptional values of \( q \), the maximal cross-correlation at \((0, 0)\) over
the family of $G_2$-permutations $G_2(q)$ occurs for the pair of permutations mentioned in the conjecture. To this end, it is enough to consider the polynomials defined in (12), and show that $P_{s,t}(x) := x^s + (1 - x)^t - 1$ has at most as many roots as $P_{s,t}(x)$. Partial progress towards this result has been made recently: J. Sheekey, currently a doctorate student in Claude Shannon Institute, under the supervision of R. Gow, demonstrated, as part of his doctorate thesis, that, for any odd prime power $q$, the total number of roots of $P_{s,t}(x)$ is bounded above by $(q+1)/2$. The proof is a counting argument making use of orbits of roots not present in the general polynomial $P_{s,t}(x)$: indeed, $P_{s,t}(x) = 0$ if and only if $P_{s,t}(1-x) = 0$ if and only if $P_{s,t}(1/x) = 0$ (the latter assuming that $x \neq 0$). To show this, the fact that $q$ is odd, hence $s$, satisfying $(s, q-1) = 1$ odd, must be used.

Third, we need to establish that, for non-exceptional values of $p$ and $q$, the maximal cross-correlation values $C_{W_1}(p)$ and $C_{G_2}(q)$ correspond to cross-correlation values at $(0, 0)$. No tangible progress has been made towards this direction, chiefly because of the "unalgebraic" form of the equations involved. In the case of $W_1(p)$, revisiting the beginning of (6), the value of the cross-correlation of two $W_1$-permutations at $(u, v)$ equals the number of values of $i \in [p-1]$ such that $i + u \in [p-1]$, and such that

$$\alpha^{i+1+c} \mod p + v = \beta^{i+u-1+d} \mod p.$$ (14)

This equation is extremely complicated. An upper bound for the number of its roots is the number of $i \in [p-1]$ such that

$$\alpha^{i-1+c} \mod p + v = \beta^{i-1-1+d} \mod p,$$ (15)

which, in turn, is bounded above by $s$, assuming $\beta = \alpha^s$ in $\mathbb{F}_p$. In the case of $G_2(q)$, revisiting the beginning of the proof of Theorem 4, we now require that $j = i + u$ and $f_2(j) = f_1(i) + v$, so that the cross-correlation of $f_1$ and $f_2$ at $(u, v)$ equals the number of roots $y = \alpha^i$ of the polynomial equation $Ay^s + B(1-y)^t = 1$, $A = \alpha^u$, $B = \beta^s$, such that $i \in [q-2]$ and $i + u \in [q-2]$, which is clearly bounded above by the number of roots of $Ay^s + B(1-y)^t = 1$ in $\mathbb{F}_q$, in turn clearly bounded above by $\max(s,t)$.

Fourth, we need to show that, for non-exceptional values of $p$, $C_{W_1}(p)$ is attained by $f_1, f_2 \in W_{1}^{\text{exp}}(p)$, as opposed to, without loss of generality, $f_1 \in W_{1}^{\exp}(p)$ and $f_2 \in W_{1}^{\text{log}}(p)$. We currently have no theoretical results describing the cross-correlation of such "mixed" pairs.

VI. CONCLUSION AND FUTURE WORK

We studied the maximal cross-correlation over the families of Golomb- or Welch-constructed Costas permutations. We compiled tables with the results, and we formulated conjectures based on our observations. We then presented our progress towards a rigorous justification of these observations, and a new conjecture describing what remains to be done. Simply put, we have an almost complete understanding of the exact value of the cross-correlation when the two arrays overlap perfectly, and it seems that, as a rule, the maximal cross-correlation over a family occurs between two perfectly overlapping arrays, which we were able to determine. The exceptions are families of Welch arrays built in the finite field $\mathbb{F}_p$ where $(p-1)/2$ is also a prime, and families of Golomb arrays built in $\mathbb{F}_q$ where $q = 16$ or 19, or where either $q-1$ or $(q-1)/2$ is prime. The word "almost" refers to the fact that, in the Golomb case, we still cannot prove rigorously that the pair of arrays leading to the maximal cross-correlation value recorded in the tables through our numerical experiments is indeed maximal.

Regarding the exceptions, no specific formula is known for the behavior of the maximal cross-correlation there, except that it tends to be much lower than in the other cases. Finally, proving rigorously that the maximal value of the cross-correlation occurs when arrays overlap perfectly (except possibly for the exceptional cases), despite some small progress, seems to lie still outside our reach.
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