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Abstract—For noncooperative games the Nash Certainty Equivalence (NCE), or Mean Field (MF) methodology developed in previous work provides decentralized strategies which asymptotically yield Nash equilibria. The NCE (MF) control laws use only the local information of each agent on its own state evolution and knowledge of its own dynamical parameters, while the behaviour of the mass is precomputable from knowledge of the distribution of dynamical parameters throughout the mass population.

Relaxing the a priori information condition introduces the methods of parameter estimation and stochastic adaptive control (SAC) into MF control theory. In particular one may consider incrementally the problems where the agents must estimate: (i) its own dynamical parameters, (ii) the distribution of the population’s dynamical parameters [1], and (iii) the distribution of the population’s cost function parameters [2]. In this paper we treat the first problem.

Each agent estimates its own dynamical parameters via the recursive weighted least squares (RWLS) algorithm. Under reasonable conditions on the population dynamical parameter distribution, we establish: (i) the strong consistency of the self-recursive weighted least squares algorithm. Under reasonable conditions on the population dynamical parameter distribution, we establish: (i) the strong consistency of the self-recursive weighted least squares algorithm; and that (ii) all agent systems are long run average $L^2$ stable; (iii) the set of controls yields a (strong) $\epsilon$-Nash equilibrium for all $\epsilon$; and (iv) in the population limit the long run average cost obtained is equal to the non-adaptive long run average cost.

I. INTRODUCTION

Overview:

The control and optimization of large-scale complex systems is evidently of importance due to their ubiquitous appearance in engineering, industrial, social and economic settings. In many social, economic, and engineering models, the agents involved have conflicting objectives and it is more appropriate to consider optimization based upon individual payoffs or costs. Game theoretic approaches are intended to capture the individual interest seeking nature of agents in many social, economic and manmade systems; however, in a large-scale dynamic model this approach results in an analytic complexity which is in general prohibitive high, and correspondingly leads to few implementable results on dynamic optimization.

The optimization of large-scale linear control systems wherein many agents are each coupled with others via the individual dynamics and the costs in a particular form was studied in [3]. The study of such large-scale weakly coupled systems is motivated by a variety of scenarios, for instance, see, e.g., [4], [5], [6], [7].

In the literature, studies of stochastic dynamic games and team problems go back to 1960s [8], [9], [10]. Within the optimal control context weakly interconnected systems were studied in [11], and in a two player noncooperative nonlinear dynamic game setting, the Nash equilibria was analysed in [12] where the coefficients for the coupling terms in the dynamics and costs are restricted to be sufficiently small. In contrast to these, [3] concentrates on games with large populations.

For noncooperative games with mean field coupling the Nash Certainty Equivalence (NCE), or Mean Field (MF) methodology developed in [13], [3], [14], [15], [16], [17] provides decentralized strategies which asymptotically yield Nash equilibria. The key idea of this methodology is to specify a certain consistency relationship between the individual strategies and the mass effect in the population limit, and each decision-maker can ignore the fine details of the behaviour of any other individual player by only focusing on the overall impact of the population. This procedure leads to decentralized strategies for the individual players in a large but finite population. For this class of game problems, a related approach has been independently developed in [18], [19] where the notion of oblivious equilibrium by use of a mean field approximation for models of many firm industry dynamics is proposed. Another related work has been presented in [20], [21] subject to the assumed existence of a system Nash equilibrium under independent local agent feedback controls.

Stochastic Adaptive Control:

The mean square sample path stability for continuous time linear stochastic adaptive systems via the recursive least squares algorithm for adaptation under a persistent excitation hypothesis was established in [22]. In order to relax the persistent excitation hypothesis, the WLS scheme introduced in [23] was shown to be convergent without stability and excitation assumptions in [24], and a complete solution to the continuous time adaptive LQG control problem under controllability and observability assumptions using the WLS scheme for estimation was subsequently obtained in [25].

MF Stochastic Adaptive Control:

It is important to note that the NCE (MF) control laws in [13], [3], [14], [16], [26], [15] use only the local information of each agent on its own state evolution and knowledge of its own dynamical parameters, while the behaviour of the mass is precomputable from knowledge of the distribution of dynamical parameters throughout the mass population. All this information is assumed known to each agent in the basic non-adaptive NCE (MF) theory.
The relaxation of the requirements of a priori known information above naturally leads to the use of the methods of stochastic adaptive control in the MF stochastic control context.

An initial problem on this path of adaptive MF stochastic systems is that where each agent needs to estimate its own dynamical parameters, while its control actions are permitted to be explicit functions of the parameter distribution of the entire population of competing agents; this is the problem we treat in this paper. A subsequent problem is the generalization where each agent also needs to estimate the distribution of the population’s dynamical parameters [1]; and a further generalization is the case where the cost function parameters also vary over the population and this distribution is unknown to each agent and hence must be estimated [2].

In this paper we present a mean field stochastic adaptive control algorithm which for each agent results in (i) the strong consistency of the self-parameter estimates; and when applied by all agents in the system, gives rise to the following properties: (ii) all agent systems are long run average \(L^2\) stable; (iii) the set of controls yields a (strong) \(\varepsilon\)-Nash equilibrium for all \(\varepsilon\); and (iv) in the population limit the long run average cost obtained is equal to the non-adaptive cost.

II. PROBLEM FORMULATION

A. Review of Non-Adaptive NCE Stochastic Control

We consider a large population of \(N\) stochastic dynamic agents which (subject to independent controls) are stochastically independent, but which shall be cost coupled, where the individual dynamics are defined by

\[
dx_i = (A_i x_i + B_i u_i)dt + Dw_i, \quad 1 \leq i \leq N, \quad t \geq 0,
\]

where \(x_i \in \mathbb{R}^n\) is the state, \(u_i \in \mathbb{R}^m\) is the control input, \(\{w_i, 1 \leq i \leq N\} \) denotes \(N\) independent standard Wiener processes in \(\mathbb{R}^n\) on a sufficiently large underlying probability space \((\Omega, \mathcal{F}, P)\) such that \(w\) is progressively measurable with respect to \(\mathcal{F}^w := \{\mathcal{F}^w_t; t \geq 0\}\). The initial states \(\{x_i(0), 1 \leq i \leq N\}\) are mutually independent and also independent of \(\mathcal{F}^w\). We denote the state configuration by \(x = (x_1, \ldots, x_N)^T\), and the population average state by \(x^N = (1/N) \sum_{i=1}^N x_i\). The pair of coefficients \(\theta_i^T \triangleq [A_i, B_i] \in \Theta \subset \mathbb{R}^{n(n+m)}\), will be called the dynamical parameters. The variability of \(\theta_i\) from agent to agent is used to model a heterogeneous population of agents.

The long run average (LRA) cost function for the agent \(A_i, 1 \leq i \leq N\), is given by

\[
J_i^N(u_i, u_{-i}) = \limsup_{T \to \infty} \frac{1}{T} \int_0^T \left\{\|x_i - m_i^N\|^2_Q + \|u_i\|^2_R\right\} dt, \quad w.p.1,
\]

where \(\|x - m^N\|^2_Q := (x - m^N)^T Q(x - m^N)\) and \(\|u\|^2_R := u^T R u\). We assume the cost-coupling to be of the form \(m^N(\cdot) = m(x^N(t) + \eta), \eta \in \mathbb{R}^n\). The function \(u_i(\cdot)\) is the control input of agent \(A_i\) and \(u_{-i}\) denotes the control inputs of the complementary set of agents \(A_{-i} = \{A_j, j \neq i, 1 \leq j \leq N\}\). The two cost matrices \(Q\) and \(R\) satisfy \(Q = Q^T \geq 0, R = R^T > 0\).

For the basic MF control problem, the following assumptions are adopted:

\( H1\): All agents have mutually independently distributed initial conditions; \(\{w_i, 1 \leq i \leq N\}\), are mutually independent and independent of the initial conditions, and \(\sup_{\{\eta\}} [\|x_i(0)\|^2_Q] < \infty\).

\( H2\): \(\Theta\) is such that for each \(\theta^T = [A_\theta, B_\theta] \in \Theta\), \([A_\theta, B_\theta]\) is controllable and \([Q^{1/2}, A_\theta]\) is observable.

\( H3\): Let the parameter set \(\Theta\) be a compact set such that \(\Theta \subset \tilde{\Theta} \subset \mathbb{R}^{n(n+m)}\).

\( H4\): The cost-coupling is of the form: \(m(1/N \sum_{i=1}^N x_k + \eta), \eta \in \mathbb{R}^n\), where the function \(m(\cdot)\) is Lipschitz continuous on \(\mathbb{R}^n\) with a Lipschitz constant \(\gamma > 0\), i.e., \(\|m(x) - m(y)\| \leq \gamma\|x - y\|\) for all \(x, y \in \mathbb{R}^n\).

The cost coupling function \(m^N(\cdot)\) is estimated by a deterministic function \(x^*(t)\), \(t \geq 0\), and the problem is solved in [3] for the cost function (2) when \(m^N(\cdot)\) is substituted for \(x^*(t), t \geq 0\). The positive solution is obtained for the following algebraic Riccati equation

\[
A_i^T \Pi_i + \Pi_i A_i - \Pi_i B_i R^{-1} B_i^T \Pi_i + Q = 0; \quad (3)
\]

the mass offset function is calculated solving the differential equation

\[
\frac{ds_i(t)}{dt} = -A_i^T s_i(t) + \Pi_i B_i R^{-1} B_i^T s_i(t) + Q x^*, \quad (4)
\]

Then, the optimal tracking control solution [27] is given by

\[
u_i(t) = -R^{-1} B_i^T (\Pi_i x_i(t) + s_i(t)), \quad t \geq 0. \quad (5)
\]

We first define the empirical distribution associated with the first \(N\) agents:

\[
F_N^N(\theta) = \frac{1}{N} \sum_{i=1}^N \mathbb{I}_{\{\theta_i < \theta\}}, \quad \theta \in \mathbb{R}^{n(n+m)}
\]

where \(\zeta \in P\) is the population dynamical distribution parameter. Then we employ the following assumption:

\( H5\): There exists a distribution function \(F_\zeta\) on \(\mathbb{R}^{n(n+m)}\) such that \(F_\zeta \to F_\zeta\) weakly as \(N \to \infty\), i.e., \(\lim_{N \to \infty} F_N^N(\theta) = F_\zeta(\theta)\) if \(F_\zeta\) is continuous at \(\theta \in \Theta \subset \mathbb{R}^{n(n+m)}\).

Definition 2.1: Nash Certainty Equivalence (Mean Field) (NCE) Equation System on \([t, \infty)\):

\[
\frac{ds_i}{d\tau} = -(A_\theta + B_\theta B_i R^{-1} B_i^T) s_i + Q x^*(\tau, \zeta),
\]

\[
\frac{d\bar{x}_i}{d\tau} = (A_\theta - B_\theta R^{-1} B_i^T \Pi_0) \bar{x}_i - B_\theta R^{-1} B_i^T s_i, \quad (6)
\]

\[
\bar{x}(\tau, \zeta) = \int_{\Theta} \bar{x}_\theta dF_\zeta(\theta),
\]

\[
x^*(\tau, \zeta) = m(\bar{x}(\tau, \zeta) + \eta), \quad \tau \leq t < \infty.
\]
The convergence of the NCE Equation System using empirical $F_{\xi}^N(x)$ to a unique solution $x^*$ is established in [3] under the following technical assumption:

$$
\|R^{-1}\|Q\|_{\theta} \int_{0}^{\infty} \|B(\theta)\|^2 \left( \int_{0}^{\infty} \|e^{-A(\tau)\theta}\|d\tau \right)^2 dF_{\xi}(\theta) < 1. \quad (7)
$$

For the optimality analysis, we first introduce two admisible control sets. The set of control inputs $U_{\theta,i}$, the global observation control set, consists of all feedback controls adapted to $\{\theta_i^N; F_{\xi}^N, t \geq 0; Q, R\}$ and the set of control inputs $U_{t,i}$, the local observation control set of agent $A_i$, consists of the feedback controls adapted to the set $\{\theta_i; F_{\xi}(\theta), F_{i,t}, t \geq 0; Q, R\}$. The $\sigma$-field $F_{i,t}$ is an increasing family of the $\sigma$-field generated by the set of $\{x_i(\tau); 0 \leq \tau \leq t\}$, and $F_{\xi}^N$ is an increasing family of the $\sigma$-field generated by the set of $\{x_i(\tau); 0 \leq \tau \leq t, 1 \leq j \leq N\}$.

**Definition 2.2:** Given $\epsilon > 0$, the set of controls $U^0 = \{u_i^0; 1 \leq i \leq N\}$ generates an $\epsilon$-Nash Equilibrium w.r.t. the costs $\{J_i; 1 \leq i \leq N\}$ if for each $i$, $1 \leq i \leq N$,

$$
J_i^N(u_i^0, u_{-i}^0) - \epsilon \leq \inf_{u_i \in U_{\theta,i}} J_i^N(u_i, u_{-i}) \leq J_i^N(u_i^0, u_{-i}).
$$

**Theorem 2.1:** Non-Adaptive NCE Theorem [28]

Let $H1-H5$ hold. The NCE Control Law generates a set of controls $U_{\text{nce}} = \{u_i^0; 1 \leq i \leq N\}$, $1 \leq N < \infty$, with

$$
u_i^0(t) = -R^{-1}B_i^T(\Pi(x_i(t) + s_i(t)), \quad t \geq 0, \quad (8)
$$

s.t.

(i) The NCE Equations (6) have a unique solution.

(ii) All agent systems $S(A_i), 1 \leq i \leq N$, are second order stable.

(iii) $\{U_{\text{nce}}; 1 \leq N < \infty\}$ yields an $\epsilon$-Nash equilibrium for all $\epsilon$, i.e.

$$
\forall \epsilon > 0 \exists N(\epsilon) \forall N \geq N(\epsilon)
$$

$$
J_i^N(u_i^0, u_{-i}^0) - \epsilon \leq \inf_{u_i \in U_{\theta,i}} J_i^N(u_i, u_{-i}) \leq J_i^N(u_i^0, u_{-i}).
$$

Conceptually, Theorem 2.1 may be paraphrased to say that individual competitive actions against the mass effect collectively produce the mass behavior, and hence the equilibrium is stable in the Nash game theoretic sense. In the proof of Theorem 2.1, the results are first established for an infinite population and then are shown to be approximated by a large finite population; it is this which gives the $\epsilon$-Nash property.

**B. NCE Stochastic Adaptive Control**

In this section, each agent estimates itself dynamical parameters; in other words, the analysis concerns with a family of agents $A_i, 1 \leq i \leq N$, whose control action at any instant is not permitted to be an explicit function of the system parameter $\theta_i$. The dynamical parameter $\theta_i$ is estimated from the input output sample path $\{x_i(\tau), u_i(\tau); 0 \leq \tau \leq t\}$ of $A_i$; in other words, each agent $A_i$ performs the estimation based upon observations of its own trajectory.

For definiteness in this work, the estimation algorithm chosen in the dynamical parameter estimation scheme is the RWLS algorithm. However, any estimation scheme which generates consistent estimates w.p.1 (subject to the given hypotheses) will also yield the system asymptotic equilibrium properties to be established.

1) **Parameter Estimation:** We denote the estimate of $\theta_i$ by $\hat{\theta}_{i,t} = [\hat{A}_{i,t}, \hat{B}_{i,t}], t \geq 0, 1 \leq N < \infty$, and assume $\hat{\theta}_{i,t}$ is generated at each $t > 0$ by the estimation algorithm. We adopt the notation $\theta^0 \triangleq \theta$ for the true parameters in the system. At time $t$, using $\hat{\theta}_{i,t}$ agent $A_i$ solves the Riccati equation (3), obtains $\hat{\Pi}_{i,t} \triangleq \hat{\Pi}(\hat{\theta}_{i,t})$ and solves the mass offset differential equation (4) to obtain $\hat{s}_i(t) \triangleq s(t; \hat{\theta}_{i,t})$. The certainty equivalence adaptive control for the admissible control set $U_{\theta,i}$ is then given by

$$
\hat{u}_i(t) = -R^{-1}B_i^T(\Pi(x_i(t) + \hat{s}_i(t)), \quad t \geq 0. \quad (10)
$$

We observe that the solution of the control law is based on estimates of local parameters obtained from the agent’s own trajectory and the distribution of the population dynamical parameters. To obtain the main (NCE)SAC result stated in Theorem 4.1, we first establish the strong consistency for the family of estimates $\{\hat{\theta}_i, t \geq 0\$. In order to generate consistent estimates $\hat{\theta}$ w.p.1, a diminishing excitation is added to the adaptive control (10) given by

$$
\hat{u}_i(t) = -R^{-1}B_i^T(\Pi(x_i(t) + \hat{s}_i(t)) + \xi_k [\epsilon_i(t) - \epsilon_i(k)], \quad t \in (k, k + 1], \quad k \in \mathbb{N}, \quad 1 \leq i \leq N, \quad (11)
$$

where $\{\xi_k^2 = \log k/\sqrt{k}, k \geq 1\}$ and the process $\{\epsilon(t); t \geq 0\}$ is an $\mathbb{R}^m$-valued standard Wiener process that is independent of $\{w(t), t \geq 0\}$. The countable set of random processes $\{\epsilon(t + k) - \epsilon(k), t \in (0, 1); k \in \mathbb{N}\}$ is assumed to be mutually independent and all members of the set have the same probability law on $(0, 1]$. Since the sequence $\{\xi_k, k \in \mathbb{N}\}$ converges to zero at a suitable rate, it will be established following [25] that the diminishing control excitation $\{\xi_k [\epsilon(t) - \epsilon(k)], t \in (0, 1); k \in \mathbb{N}\}$ provides sufficient excitation for almost sure consistent identification and decreases sufficiently rapidly enough not to affect the limiting performance of the system w.r.t. $\hat{\theta}_i = \theta^0, t \geq 0$, i.e. the non-adaptive case. In other words, the asymptotic performance achieved is equal to the one obtained in the non-adaptive case almost surely. The diminishing control excitation (11) was introduced in [29], and it was shown in [25] to generate strongly consistent RWLS parameter estimates for dynamical parameters of the system (1) under certainty equivalence adaptive control.

**C. The NCE Stochastic Adaptive Control Law**

In this section we present the NCE Stochastic Adaptive Control Law which generates the $\epsilon$-Nash behaviour of the entire agent population. We observe that the solution of the
control law (11) has three terms based on local information and population distribution parameter and can be written for
\(1 \leq i \leq N; \ t \geq 0\), in the form of
\[ u(\hat{\theta}_i) = u^{oc}(\hat{\theta}_i) + u^{pop}(\hat{\theta}_i) + u^{dist}(t), \]
\(t \geq 0\), where \(u^{oc}(\cdot)\) is the LQG feedback for the system of agent \(A_i\); \(u^{pop}(\cdot)\) is the mass offset term; and \(u^{dist}(\cdot)\) is the locally generated dither input.

Simultaneously for all \(t \geq 0\) the solution to the following set of ODEs and algorithm equations generate the feedback control law \(\hat{u}(t) = u(t; \tilde{\theta}_i), \ t \geq 0\).

The continuous time NCE SAC control law for agent \(A_i(\theta)\) with parameter \(\theta \in \Theta\), is summarized in 3 steps below:

### NCE SAC Law

**For \(t \geq 0\):**

1. Solve the NCE Equations generating \(\hat{x}^*(t; \hat{F}_t)\).
2. Solve the RWLS equations:
   \[
   \hat{\theta}^*_t = [A_t, B_t], \quad \hat{\psi}^*_t = [x^T_t, u^T_t],
   \]
   \[
   d\hat{\theta}_t = a(t)\hat{\psi}_t, \quad dt,
   \]
   \[
   d\hat{\psi}_t = -a(t)\hat{\psi}_t, \quad \hat{\psi}_t dt,
   \]
   \[
   \text{and calculate } \hat{\theta}^*_{pr},
   \]
   \[
   \hat{\theta}^*_{pr} = \arg \min_{\psi \in \Theta} ||\hat{\theta}_t - \psi||. \tag{13}
   \]
3. The NCE Control Law Equation at \(\hat{\theta}^*_{pr}\):
   a) \(\Pi_t\): Solve the Riccati Equation at \(\hat{\theta}^*_{pr}\):
   \[
   \hat{A}_t^T \hat{\Pi}_t + \hat{\Pi}_t \hat{A}_t - \hat{\Pi}_t \hat{B}_t R^{-1} \hat{B}_t^T \hat{\Pi}_t + Q = 0. \tag{14}
   \]
   b) \(\hat{s}(t) \triangleq s(\hat{\theta}^*_{pr})\): Solve the mass offset differential equation at \(\hat{\theta}^*_{pr}\):
   \[
   \frac{d\hat{s}(\tau)}{d\tau} = (\hat{A}_t^T + \hat{\Pi}_t \hat{B}_t R^{-1} \hat{B}_t^T) \hat{x}(\tau) + \hat{s}(\tau) + Q \hat{x}^*(\tau). \tag{15}
   \]
   c) Obtain the control law from Certainty Equivalence Adaptive Control at \(\hat{\theta}^*_{pr}\):
   \[
   \hat{u}^{nce}(t) = -R^{-1} \hat{B}_t^T (\hat{\Pi}_t \hat{x}(t) + \hat{s}(t)) + \xi_k [\epsilon(t) - \epsilon(k)]. \tag{16}
   \]

The function \(a(t), t \geq 0\), in (12) is in the form of \(a(t) = 1/f(r(t))\), where \(r(t) = ||\psi^{-1}_0|| + \int_0^t |\psi(s)|^2 ds\), and \(f \in \{f : \mathbb{R}_+ \rightarrow \mathbb{R}_+, \ f \text{ is slowly increasing and } \int c/(xf(x))dx < \infty; c \geq 0\}\). The function \(f(.)\) is slowly increasing if it is increasing and satisfies \(f(\cdot) \geq 1\) and \(f(x^2) = O(f(x))\) [25].

Note that solutions to (14) exists as \(\hat{\theta}^*_{pr} \in \Theta \subset \hat{\Theta}\), the set of controllable and observable dynamical parameters in \(\mathbb{R}^{n(n+m)}\).

The main theorem in Section IV shows that the cost obtained through the NCE SAC Law is almost surely equal to the cost obtained with the non-adaptive control. Note that each agent starts with no prior information on its self-parameter, and the state aggregation integration in (6) is performed by use of the distribution \(F_c(\cdot)\).

The analysis is divided into two parts: In Section III we present the properties of the RWLS parameter estimation scheme used in the NCE SAC Law. In Section IV analysis of the behaviour of the LRA cost functions of each agent under the NCE SAC Law is presented. This section establishes the key convergence and Nash Equilibrium properties.

### III. Convergence Properties of Parameter Estimates

In this section we show that the RWLS equations (12) with the projection method (13) provide strongly consistent, uniformly controllable and observable estimates of the individual dynamical parameters.

**A. Asymptotic Convergence of RWLS Parameter Estimation**

The RWLS algorithm is self-convergent [24], but there is no guarantee that the estimated values will be controllable. To ensure that the family of estimated models is uniformly controllable and observable we use the projection method of [22].

Specifically, the dynamic parameter estimate \(\hat{\theta}_t \in \mathbb{R}^{n(n+m)}, t \geq 0\), is projected into the compact subset \(\Theta\) of the set of controllable and observable parameters \(\Theta\), for which the optimal control law generated by (14) will necessarily exist and be asymptotically stabilizing.

**Lemma 3.1:** (see Appendix I) Let \(\Theta\) be a compact set such that \(\theta^0 \in \Theta \subset \Theta \subset \mathbb{R}^{n(n+m)}\). Let \(\hat{\theta}_t\) be the estimate of \(\theta^0 \in \Theta\) obtained by the RWLS equations (12). Then, \(\hat{\theta}^*_{pr} \triangleq \arg \min_{\psi \in \Theta} ||\hat{\theta}_t - \psi||\) (together with a co-ordinate ordering measurable tie breaking rule), satisfies \(\hat{\theta}^*_{pr} \rightarrow \theta^0\) w.p.1 as \(t \rightarrow \infty\).

Now, given the projection method lemma, we present the theorem that shows that the RWLS equations (12) generate strongly consistent estimates.

**Theorem 3.1:** Let \(x_0^+ \triangleq \{x(\tau), 0 \leq \tau \leq t\}\), and hypotheses \(H1, H2, H3\) hold, and let \(\{\tilde{\theta}_t(x_0^\theta), t \geq 0\}\) be the process of estimates obtained by the RWLS equations (12) along the control trajectory \((x_t, \hat{u}^{nce}_t), 0 \leq t < \infty\), generated by the control \(\hat{u}^{nce}_t\) in (16); and \{\(\hat{\theta}^*_{pr}(x_0^\theta)\); \(t \geq 0\), be the projected estimates according to Lemma 3.1. Then,

1. The input process given in (16) is well defined and is given by
   \[
   \hat{u}^{nce}(t; \hat{\theta}^*_{pr}) = -R^{-1} \hat{B}_t^T (\hat{\Pi}_t \hat{x}(t) + \hat{s}(t; \hat{\theta}^*_{pr})) + \xi_k [\epsilon(t) - \epsilon(k)]. \tag{17}
   \]
2. \(\tilde{\theta}_t(x_0^\theta) \rightarrow \theta^0\) w.p.1, as \(t \rightarrow \infty\).

The theorem is proved in detail in [30] using the methodology of [25], which established the convergence of the RWLS estimates (12) with diminishing excitation in the controls (16). The required uniform controllability and observability of the estimates is given here by Lemma 3.1.
B. Asymptotic Behaviour of the NCE Equations

In this section we present two results under the hypotheses of convergent individual dynamical parameters and the population distribution parameters. The convergence results for the mass offset function and the control law function are shown below.

Proposition 3.1: [30] Let $H_2, H_4$ hold and $\theta_i, t \rightarrow \theta_0$ w.p.1 as $t \rightarrow \infty$. Let $s(t; \theta_0)$ be the solution to the mass offset function differential equation (4) and $\phi(t; \theta_i)$ be the certainty equivalence function. Then,

$$s(t; \theta_i) \rightarrow s(t; \theta_0) \text{ w.p.1 as } t \rightarrow \infty.$$  

Recall that $U_{nce}^N = \{u_i^0; 1 \leq i \leq N\}$ is the set of controls generated by the non-adaptive NCE Law, while $\hat{U}_{nce}^N = \{\hat{u}_i; 1 \leq i \leq N\}$ is the set of controls generated by the NCE SAC Law (Sec:II-C).

Lemma 3.2: [30] For the system (1), under $H_1, H_3$, let $\hat{u}_{nce}^i \triangleq u_{nce}^i(t; \hat{\theta}_i) \in \hat{U}_{nce}^N$ and $u_{nce}^i \triangleq u_{nce}^i(t; \theta_0^i) \in U_{nce}^N$.

Then, the following holds:

$$\limsup_{T \rightarrow \infty} \frac{1}{T} \int_0^T \|\hat{u}_{nce}^i - u_{nce}^i\|^2 dt = 0 \text{ w.p.1, } 1 \leq i \leq N, \text{ as } N \rightarrow \infty. \quad (18)$$

C. Asymptotic (LRA) Behaviour of System Trajectories

In this section we show that under the hypothesis that the individual dynamical parameters converge to their true values, the trajectories of adaptive individual agents also converge to the trajectories obtained when the non-adaptive control law is applied.

Let $\hat{x}_i(t) \triangleq x_i(t; \theta_i^{(0,t)})$ be the state trajectory of agent $A_i, 1 \leq i \leq N$, under the control law $u_{nce}^i(t; \hat{\theta}_i) \in \hat{U}_{nce}^N$, and $x_{nce}^i \triangleq x_i(t; \theta_0^i)$ be the state trajectory of agent $A_i$ under the control law $u_{nce}^i \triangleq u_{nce}^i(t; \theta_0^i) \in U_{nce}^N$.

Theorem 3.2: [30] Let $\theta_i, t \rightarrow \theta_0^i$ w.p.1 as $t \rightarrow \infty, 1 \leq i \leq N$. Then, for system (1), under $H_1, H_3$, the following holds:

$$\limsup_{T \rightarrow \infty} \frac{1}{T} \int_0^T \|\hat{x}_{nce}^i - x_{nce}^i\|^2 dt = 0 \text{ w.p.1, } 1 \leq i \leq N. \quad (19)$$

IV. THE MAIN THEOREM

First, we show that the asymptotic cost function of an agent performing the NCE SAC Law (Sec:II-C) in a system of all adaptive agents is almost surely equal to the cost that would occur in a system of agents all performing the non-adaptive NCE Law. Then, we present the main result of the paper. The NCE Theorem (2.1) holds for the system of all adaptive agents when all agents apply the NCE SAC Law.

We set

$$J_i^\infty(u_i, u_{-i}) = \limsup_{T \rightarrow \infty} \frac{1}{T} \int_0^T \|x_i - x^*\|^2 + \|u_i\|^2_{R} \text{ w.p.1, } 1 \leq i \leq N. \quad (19)$$

where $x^*$ is given by (6) in the SAC ($u_i$) case, and by (6) in the non-SAC ($u_0^i$) case.

Lemma 4.1: [30] For the system (1), under $H_1, H_4, H_6$, $u_i^0 \in U_{nce}^N, \hat{u}_i \in \hat{U}_{nce}^N, 1 \leq i \leq N$, the following holds:

$$\lim_{N \rightarrow \infty} J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) = J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) = J_i^\infty(u_0^i, u_0^{i-1}) \text{ w.p.1, } 1 \leq i \leq N. \quad (20)$$

Lemma 4.2: [30] For the system (1), under $H_1, H_4, H_6$, $u_i \in U_{i,t}, u_0^i \in U_{nce}^N, \hat{u}_i \in \hat{U}_{nce}^N, 1 \leq i \leq N$, the following holds:

$$\inf_{u_i \in U_{i,t}} J_i^\infty(u_i, u_{nce}^{i-1}) = \inf_{u_i \in U_{i,t}} J_i^\infty(u_i, u_0^{i-1}) \text{ w.p.1, } 1 \leq i \leq N. \quad (21)$$

Theorem 4.1: NCE SAC Theorem (see Appendix II)

Let $H_1, H_6$ hold. Then, assume each agent $A_i$

(i) estimates its own parameter $\hat{\theta}_{i,t}$ via RWLS (12);

(ii) computes $u_{nce}^i(t; \hat{\theta}_{i,t})$ via the NCE equations plus dither.

Then,

(a) $\hat{\theta}_{i,t} \rightarrow \theta_0^i$ w.p.1 as $t \rightarrow \infty, 1 \leq i \leq N$ (strong consistency);

(b) all agent systems $S(A_i), 1 \leq i \leq N$, are LRA - $L^2$ stable w.p.1;

(c) $\{U_{nce}; 1 \leq N < \infty\}$ yields an $\epsilon$-Nash Equilibrium for all $\epsilon$, i.e., $\forall \epsilon > 0, \exists N(\epsilon)$ s.t. $\forall N \geq N(\epsilon)$

$$J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) - \epsilon \leq \inf_{u_i \in U_{i,t}} J_i^\infty(u_i, u_{nce}^{i-1}) \leq J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) \text{ w.p.1, } 1 \leq i \leq N; \quad (22)$$

$$\lim_{N \rightarrow \infty} J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) = J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) = J_i^\infty(u_0^i, u_0^{i-1}) \text{ w.p.1, } 1 \leq i \leq N; \quad (23)$$

$$J_i^\infty(u_{nce}^i, u_{nce}^{i-1}) = \inf_{u_i \in U_{i,t}} J_i^\infty(u_i, u_{nce}^{i-1}) \text{ w.p.1, } 1 \leq i \leq N. \quad (24)$$

V. SIMULATION

Consider a system of 100 agents. The system matrices $A_k, B_k, 1 \leq k \leq 100$ are defined as

$$A \triangleq \begin{bmatrix} -0.2 + a_{11} & -2 + a_{12} \\ 1 + a_{21} & 0 + a_{22} \end{bmatrix}, \quad B \triangleq \begin{bmatrix} 1 + b_1 \\ 0 + b_2 \end{bmatrix}.$$  

The population dynamical parameter distribution $a_{ij}$‘s and $b_i$’s are mutually independent and distributed according to $a_{ij} \sim N(0,0.2)$ and $b_i \sim N(0,0.2)$. All agents apply the
NCE SAC Law (Sec:II-C). Rapid convergence of the state trajectories to the steady state values can be seen in Fig. 1.
In order to plot the convergence of the self estimation of dynamical parameter $B$, we plot the norm trajectories of the estimates in Fig. 2. The symbol “$*$” denotes the true value of the parameter for each agent. We only show 20 randomly chosen agents for visibility. In Fig. 3, the histogram of the norm of true values of $B$ chosen agents for visibility. In Fig. 3, the histogram of the norm of the parameter for each agent. We only show 20 randomly

VI. CONCLUDING REMARKS

We study a stochastic adaptive optimal control problem where the costs of the agents in a population are coupled and each agent estimates its own dynamical parameters. The strong consistency of the self-parameter estimates, the stability of the system, and an $\epsilon$-Nash Equilibrium property are established. Investigating the case where each agent in the system estimates population dynamical parameter distribution via observation on a random subset of agents in the system, general rates of convergence, relaxing the prior information on the cost function parameters are some of the possible future research directions.

APPENDIX I

**Proof of Lemma 3.1**

Proof: At each instant for the solution $\hat{\theta}_t$ to RWLS equations (12):

$$\hat{\theta}_t^{pr} \triangleq \arg \min_{\psi \in \Theta} \|\hat{\theta}_t - \psi\|,$$

employing a co-ordinate ordering measurable tie breaking rule, if necessary.

Since $\hat{\theta}_t \in \mathbb{R}^{n+n+m}$, $\hat{\theta}_t^{pr} \in \Theta$ and $\theta^0 \in \Theta$, the definition of $\hat{\theta}_t^{pr}$ gives

$$\|\hat{\theta}_t - \hat{\theta}_t^{pr}\| \leq \|\hat{\theta}_t - \theta^0\|.$$

But by Theorem 3.1, $\|\hat{\theta}_t - \theta^0\|$ → 0 w.p.1 as $t \to \infty$; therefore,

$$\hat{\theta}_t^{pr} \to \theta^0 \text{ w.p.1 as } t \to \infty.$$

APPENDIX II

**Proof of Theorem 4.1**

Proof: The sketch of the proof is below:
Theorem 3.1 implies (a), and Theorem 3.2 implies (b).
(c) Using a technique similar to the one used in [28, Theorem 6.2], we first show

$$J_i^N(\hat{u}_i^{nce}, \hat{u}_{i-1}^{nce}) \leq J_i^\infty(\hat{u}_i^0, \hat{u}_{i-1}^0) + O(\epsilon_1(N))$$

w.p.1, $1 \leq i \leq N$. (25)

Then we show

$$J_i^\infty(\hat{u}_i^0, \hat{u}_{i-1}^0) \leq \inf_{u_i, \in \mathcal{U}_i} J_i^N(u_i, \hat{u}_{i-1}^{nce}) + O(\epsilon_2(N)) + O(N^{-1}) \text{ w.p.1, } 1 \leq i \leq N, \quad (26)$$

where $\epsilon_1(N) \to 0$ and $\epsilon_2(N) \to 0$ as $N \to \infty$.

Applying (25) and (26) together, we get

$$J_i^N(\hat{u}_i^{nce}, \hat{u}_{i-1}^{nce}) - \epsilon_N \leq \inf_{u_i, \in \mathcal{U}_i} J_i^N(u_i, \hat{u}_{i-1}^{nce}) \leq \epsilon_N$$

w.p.1, $1 \leq i \leq N$, (27)

where $\epsilon_N = O(\epsilon_1(N) + \epsilon_2(N) + N^{-1})$.

Lemma 4.1 implies (d), and Lemma 4.2 implies (e).
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